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SSyynntthheessiiss  ccoonnddiittiioonnss  aanndd  mmaaggnneettiicc  pprrooppeerrttiieess  ffoorr  LLii--bbaasseedd  QQSS--ttyyppee  
hheexxaaffeerrrriittee  

 
T. Yoshijima, H. Mitamura*, M. Tokunaga*, K. Kakizaki, K. Kamishima 

Graduate School of Science and Engineering, Saitama Univ., 255 Shimo-okubo, Saitama 338-8570, Japan  
*Institute for Solid State Physics, Univ. of Tokyo, Kashiwaoha 5-1-5, Kashiwa 277-8581, Japan 

 
    Single-phase samples of Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 were successfully synthesized at sintering temperatures 
between 1100 and 1250°C within the compositional range of -0.2 ≤ x ≤ 0.4. Substitution of Li+ and Sn4+ for Fe3+ with 
increasing x led to an expansion of the lattice constants. Higher sintering temperatures promoted the formation of a 
secondary phase, BaSn2Fe4O11, shifting the single-phase region toward lower x values. Increasing x decreased the 
Néel temperature, indicating weakened Fe-O-Fe superexchange interactions. Magnetic measurements at 4.2 K 
showed a saturation magnetization of 16 µB/f.u. at x = 0. A ferrimagnetic model, combined with the saturation 
magnetization, was used to estimate Li+-site occupancy. The results suggest that, with increasing x, Li+ occupancy at 
tetrahedral sites within the spinel block increases, while occupancy at octahedral sites decreases, maintaining local 
charge balance with the increased Sn4+ content at the Q-S block boundary. This redistribution of Li+ likely plays a 
key role in determining the material’s magnetic properties. 
 
KKeeyywwoorrddss:: QS-type hexaferrite, Ba2Sn2+xMe1+xFe10-2xO22, phase diagram, pulsed high magnetic fields 

  
 

11..  IInnttrroodduuccttiioonn  
    

  Hexaferrites have garnered significant interest in 
materials science due to their complex layered 
structures and diverse magnetic properties 1)-3). These 
iron oxides typically contain alkaline earth metal ions, 
such as Ba2+ and Sr2+. The crystal structure of 
hexaferrites consists of the regular stacking of 
structural blocks, and this arrangement contributes to 
magnetic anisotropy 4). Typically, the magnetic 
moments align along the c-axis of the hexagonal crystal 
structure, perpendicular to the layers. However, in 
certain types, such as the Y-type hexaferrite 
Ba2Me2Fe12O22 (where Me denotes a divalent metal ion), 
the magnetic moments align within the hexagonal plane 
3)-4).  
  M-type hexaferrites, expressed by AFe12O19 (where A 
refers to divalent alkaline earth ions, such as Ba2+ and 
Sr2+) are widely used as hard magnetic materials due to 
their high coercivity and saturation magnetization 1). 
Conversely, the Y-type hexaferrite displays soft 
magnetic properties, as the magnetic moments are free 
to rotate within the hexagonal plane, making them 
suitable for high-frequency RF applications 5)-9). 
  Among hexaferrites with a layered structure similar 
to the Y-type, the QS-type hexaferrite, represented by 
Ba2Sn2MeFe10O22, has been well-established 10)-13). This 
material has a magnetic structure characterized by a 
c-axis that is twice the length of the crystallographic 
c-axis, with spins aligned in an antiparallel 
configuration, resulting in antiferromagnetic behavior 
12). QS-type hexaferrites exhibit unusual magnetic 
behavior, with a large magnetization response 
compared to typical antiferromagnets. Additionally, 

Harasawa et al. proposed a high-field magnetic 
structure model for this material 14). 

Previous studies have reported Li+ substitution in 
various hexaferrites. Partial substitution of Li+0.5Fe3+0.5 
for divalent cations has been achieved in W-type and 
Z-type hexaferrites 15)-16). Complete substitution of 
Li+0.5Fe3+0.5 for divalent cations has been reported in 
18H-type hexaferrites containing Ti4+ 17). In contrast, 
full substitution of Li+0.5Fe3+0.5 in Y-type hexaferrites 
has not been successful 18). In QS-type hexaferrites, 
Ba2Sn2MeFe10O22, which have a structure similar to 
Y-type hexaferrites, the presence of tetravalent Sn4+ 
may compensate for the charge imbalance introduced by 
monovalent Li+, potentially enabling synthesis with the 
nominal composition Me2+ = Li+0.5Fe3+0.5. In addition, 
our investigation implemented a composite substitution 
in which trivalent Fe3+ ions were replaced by a mixture 
of monovalent Li+ and tetravalent Sn4+ ions, 
represented by the pseudo-trivalent species Li+1/3Sn4+2/3. 
Such a substitution, where a trivalent ion is substituted 
by a tetravalent–low-valent ion pair, is a possible 
approach in hexaferrite chemistry for modulating 
magnetic anisotropy; magnetic properties of M-type 
hexaferrite can be tuned by substituting Fe3+ with 
divalent–tetravalent ion pairs (e.g., Co2+–Ti2+, Zn2+–Ti4+, 
Mn2+–Ti4+) 19-25), sometimes even converting it from a 
hard to a soft magnet. They may also increase 
spontaneous magnetization by introducing 
non-magnetic ions into minority-spin sublattices. 
Accordingly, this work applied Li+ substitution to not 
only demonstrate its feasibility but also to investigate 
emergent magnetic characteristics in QS-type 
hexaferrites. Based on these findings, this study 
explores whether Li+ substitution can be successfully 
applied to QS-type hexaferrites, aiming to uncover 
potential new material properties. 

                                             
Corresponding author: K. Kamishima (e-mail: 
kamisima@mail.saitama-u.ac.jp). 
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22..  EExxppeerriimmeennttaall  pprroocceedduurree  
    

  Samples were synthesized via a solid-state reaction 
route with BaCO3, SnO2, Li2CO3, and α-Fe2O3 starting 
materials. The powders were mixed at a molar ratio of 
Ba: Sn: Li: Fe = 2: 2 + x: 0.5 + 0.5x: 10.5 - 1.5x. The 
compositional parameter x was chosen to be in the 
range of -0.8 ≤ x ≤ 1.0, which corresponds to the region 
where the single-phase of QS-type hexaferrite is 
expected to form based on our preliminary experiments. 
The powders were mixed in a polyethylene pot with 
ethanol and zirconia beads, which was rotated by a ball 
milling apparatus (AZ-ONE, ANZ-61S) for 24 hours. 
The resulting powder was dried, pressed into disks at 1 
t/cm2, and heated at 1000, 1100, 1150, 1200, 1250, and 
1300°C for 5 hours. After sintering, the disk surface was 
ground with a polishing stone to remove the Li-deficient 
layer caused by the vaporization of Li oxide. 
  Powder X-ray diffraction experiments were conducted 
at room temperature with Cu-Kα radiation with a 
diffractometer (Bruker D8 ADVANCE ECO). 
Magnetization was measured up to 15 kOe with a 
vibrating sample magnetometer (Tamakawa 
TM-VSM2130HGC), up to 70 kOe with a SQUID 
magnetometer (Quantum Design, MPMS-XL), and up to 
600 kOe generated by a pulsed magnet with a duration 
of 36 ms in ISSP by the use of an induction method.  
 

33..  RReessuulltt  aanndd  ddiissccuussssiioonn  
    

  Figure 1 shows the X-ray diffraction (XRD) patterns 
of Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 (-0.8 ≤ x ≤ 1.0) samples 
sintered at 1200°C. A single-phase structure was 
obtained in the range -0.1 ≤ x ≤ 0.4. For x ≥ 0.5, the 

R-type phase appeared as a secondary phase. The 
R-type secondary phase can undergo substitutions, 
which may be a factor in suppressing the formation of 
other secondary phases. For x ≤ -0.2, M-type and 
BaSnO3 phases were detected, with an additional 
Ba3SnFe10O20 phase forming at x ≤ -0.4. 
  Figure 2 illustrates the x-dependence of the lattice 
constants for Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 samples 
sintered at 1200°C. Open markers represent samples 
containing secondary phases. In the range x ≥ -0.1, the 
lattice constants increased with increasing x, which is 
attributed to Fe3+→(Li+1/3Sn4+2/3) substitution, as the 
ionic radii of Li+ and Sn4+ are larger than that of Fe3+. 
In contrast, for x ≤ -0.1, no clear trend in lattice 
constants was observed, which is likely due to the 
negligible occurrence of (Li+1/3Sn4+2/3)→Fe3+ substitution 
in this composition range. 
  Figure 3 presents the phase diagram of 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22, which was constructed 
based on X-ray diffraction analyses of samples sintered 

FFiigg..  11   X-ray diffraction patterns of 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 series (-0.4 ≤ x ≤ 0.6) 
sintered at 1200°C.  

FFiigg..  22   x-dependence of lattice constants for 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 series (-0.8 ≤ x ≤ 1.0) 
sintered at 1200°C.  

FFiigg..  33   Schematic diagram representing 
single-phase fabrication range for 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 series.  



90 Journal of the Magnetics Society of Japan Vol.49, No.6, 2025

INDEXINDEX

at temperatures ranging from 1000 to 1300°C, with x 
varying from -0.8 to 1.0. A single-phase region was 
observed at sintering temperatures of 1100°C or higher, 
with a compositional range of -0.2 ≤ x ≤ 0.4. As the 
sintering temperature increased, the single-phase 
region shifted toward more negative x values. This 
behavior possibly resulted from Fe3+→(Li+1/3Sn4+2/3) 
substitution in the secondary phase BaSn2Fe4O11, 
leading to additional experiments to investigate this 
possibility.  
  Figure 4 shows the X-ray diffraction patterns of 
BaSn2+xLi0.5xFe4-1.5xO11 (0 ≤ x ≤ 1.0) samples sintered at 
1200°C, and Fig. 5 presents their x-dependence in 
lattice constants. In the range of 0 ≤ x ≤ 0.3, 
single-phase samples were obtained, and an increase in 

lattice constants with increasing x was observed. These 
results confirm that Fe3+→(Li+1/3Sn4+2/3) substitution 
occurs in BaSn2Fe4O11. This observation directly 
explains the shift in the QS-type single-phase region 
shown in Fig. 3, where higher sintering temperatures 
facilitate the incorporation of substituted ions into the 
secondary BaSn2Fe4O11-like R-type phase, thereby 
expanding the single-phase region to compositions with 

FFiigg..  44   X-ray diffraction patterns of 
BaSn2+xLi0.5xFe4-1.5xO11 series (0 ≤ x ≤ 1.0) sintered at 
1200°C.  

FFiigg..  55   x-dependence of lattice constants for 
BaSn2+xLi0.5xFe4-1.5xO11 series (0 ≤ x ≤ 1.0) sintered at 
1200°C.  

FFiigg..  66   Temperature dependence of magnetization 
of Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 series (-0.4 ≤ x ≤ 0.6) 
sintered at Ts = 1200°C, measured under magnetic 
field of 1 kOe.  

FFiigg..  77   Magnetization curves of 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 series (-0.1 ≤ x ≤ 0.4) 
measured at T = 4.2 K up to H = 600 kOe.  
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a greater amount of secondary phase. Therefore, this 
substitution in the secondary phase BaSn2Fe4O11 is 
considered to influence the shift in the single-phase 
region of Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22. 
  Figure 6 shows the temperature dependence of 
magnetization for Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 sintered 
at 1200°C under a magnetic field of H = 1 kOe. The 
cusp-like behavior observed in the temperature 
dependence of magnetization is a characteristic feature 
of an antiferromagnetic transition. Since the magnetic 
field of 1 kOe is within the linear response region of the 
magnetization curve, the M-T plot essentially reflects 

the temperature dependence of the magnetic 
susceptibility, making it a valid means to determine the 
Néel temperature. In the range x ≥ -0.1, the Néel 
temperature of QS-type hexaferrite decreased with 
increasing x. This behavior is attributed to the 
weakening of superexchange interactions throughout 
the crystal due to the Fe3+→(Li+1/3Sn4+2/3) substitution. 
In contrast, for x ≤ -0.2, a Curie temperature, likely 
originating from a secondary phase of M-type 
hexaferrite, was observed, aligning with the XRD 
patterns of Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 shown in Fig. 1. 
For the sample with x = -0.4, the magnetization exhibits 
a slight increase at approximately 620 K. This behavior 
is identified as the Hopkinson effect, which occurs as a 
result of the rapid decrease in magnetocrystalline 
anisotropy near the Curie temperature of the secondary 
M-type hexaferrite phase. These Curie temperatures 
are lower than that of a typical M-type BaFe12O19 (725 
K) 3). The relatively low Curie temperatures of this 
M-type hexaferrite appear to result from the partial 
substitution of Fe ions with Sn and Li, which 
consequently weakens the superexchange interactions. 
  Figure 7 shows the magnetization curves of 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 measured at T = 4.2 K up 
to H = 600 kOe. A magnetization plateau appears above 
H ≈ 100 kOe, with a slope larger than typically expected 

FFiigg..  88   (a) Two crystallographic unit cells of 
Ba2Sn2MeFe10O22, (b) low-field antiferromagnetic 
structure of Ba2Sn2MeFe10O22 12), (c) high-field 
ferrimagnetic structure 14).  

FFiigg..  99   Cation distribution in 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 under an applied 
magnetic field of 600 kOe based on charge 
compensation.  
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for a simple antiferromagnetic susceptibility. For 
example, the magnetization of MnO, a typical 
antiferromagnetic material, reaches 7.9 emu/g at 4.2 K  
under an applied magnetic field of 100 kOe 26). In 
contrast, the sample with a composition of x = 0 exhibits 
a magnetization of 59 emu/g under the same conditions, 
indicating the emergence of a magnetization more than 
seven times greater. This suggests the presence of a 
ferrimagnetic spin configuration, in which the spins are 
likely canted under the applied magnetic field. 
  To interpret the field dependence of the 
magnetization, we assume that the spin structure 
approaches a collinear ferrimagnetic arrangement at 
high magnetic fields 25). Accordingly, we treat the 
magnetization at 600 kOe as an approximate saturation 
magnetization Ms, as this value provides a practical 
estimate within the accessible field range, although M 
continues to increase slightly above 100 kOe. The 
sample with x = 0 exhibited the highest Ms of 16 µB/f.u., 
which increased in the range -0.1 ≤ x ≤ 0 and decreased 
for x > 0. This non-monotonic behavior was analyzed by 
the use of a ferrimagnetic model 14). 
  Figure 8 shows (a) the crystal structure of the 
QS-type hexaferrite, (b) the antiferromagnetic structure 
proposed by Cadée et al. 12), and (c) a high-field 
ferrimagnetic structure 14). This material exhibits 
antiferromagnetic behavior, with the spins at each 
metal site oriented within the hexagonal plane, as 
shown in Fig. 8 (b). However, this antiferromagnetic 
arrangement failed to explain the magnetization 
plateau observed at high magnetic fields in the 
Zn-based QS-type hexaferrite 14). This plateau was 
instead explained by Harasawa et al. 14), who suggested 
that magnetic moment inversion near barium ions 
induced a ferrimagnetic configuration. The present 
study also considers the emergence of this ferrimagnetic 
state under high magnetic fields, as shown in Fig. 8 (c). 
  The site occupancy of Fe3+ ions in right-pointing and 
left-pointing positions was determined based on the 
saturation magnetization Ms by using the following 
relation: 
(Right-pointing Fe3+ – Left-pointing Fe3+) × 5 µB = Ms 
Here, Ref. 12) reported that Sn4+ ions preferred 
octahedral sites in the Q block. Ref. 12) and charge 
compensation requirements also suggest that the Tetr. 
(2) sites in the QS-type hexaferrite structure are 
preferentially occupied by Fe3+ ions. Consequently, we 
assume that our substituted ions (Li+ and Sn4+) 
primarily occupy other available sites, namely Tetr. (1) 
and Oct. (2), within the S block. This assumption is 
further supported by our experimental data; while the 
saturation magnetization shows a noticeable increase in 
the range from x = -0.1 to x = 0, the saturation field 
remains largely unchanged. This suggests that the 
non-magnetic Li+ ions are not substituting into the Tetr. 
(2) sites, as such a substitution would likely cause a 
more significant change in the saturation field. Based 
on this, we considered that Li+ ions are most likely to 

occupy either the Tetr. (1) or Oct. (2) site. Figure 9 
shows the possible magnetic structure of 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22, reflecting the 
above-mentioned assumptions about the occupation 
tendencies of Sn4+ and Li+. The assumptions led to the 
estimation of the occupancies of Li+ in tetrahedral and 
octahedral sites. Table 1 summarizes the estimated site 
occupancies of Li+. As x increased, the occupancy of the 
Tetr. (1) site by Li+ increased, while that of the Oct. (2) 
site decreased. This change is attributed to the 
increased substitution of Sn4+, which results in higher 
occupancy of Sn4+ at the Oct. (3) site, thus encouraging 
Li+ ions to occupy the adjacent Tetr. (1) site to maintain 
local charge balance. These changes in the site 
occupancy of Li+ are likely to influence the x-dependence 
of magnetization, as shown in Fig. 7. 
 

44..  CCoonncclluussiioonn  
    

  This study clarified the conditions for single-phase 
formation in the Ba2Sn2+xMe1+xFe10-2xO22 (Me2+ = 
Li+0.5Fe3+0.5) system, in which Fe3+ is partially 
substituted by a combination of Li+1/3 and Sn4+2/3. 
Single-phase samples were successfully synthesized 
within the compositional range of -0.2 ≤ x ≤ 0.4 at 
sintering temperatures of Ts ≥ 1100°C. Within this 
range, the lattice constants exhibited an overall 
increase with increasing x, with minor deviations 
observed at compositions close to regions where 
secondary phases were present. This trend is attributed 
to the substitution of the smaller Fe3+ ions by the larger 
Li+ and Sn4+ ions. In addition, the single-phase region 
was found to shift toward lower x values as the 
sintering temperature increased, likely due to the 
enhanced incorporation of Li and Sn into the secondary 
phase BaSn2Fe4O11 at elevated temperatures. 
  Magnetic measurements revealed a progressive 
decrease in the Néel temperature with increasing x, 
suggesting a weakening of superexchange interactions 
due to the Fe3+→(Li+1/3Sn4+2/3) substitution. 
  The saturation magnetization reached a maximum 
value of 16 µB/f.u. at x = 0. Analysis of its compositional 
dependence at 4.2 K suggested that Li+ occupancy 
increases at the Tetr. (1) site and decreases at the Oct. 
(2) site with increasing x. 
 
 
 

x Ms 

(µB/f.u.) 
Li+@Tetr. (1) Li+@Oct. (2) 

-0.1 15.7 0.245 0.205 
0 16 0.35 0.15 
0.2 15.7 0.47 0.13 
0.4 15.5 0.60 0.1 

TTaabbllee  11   Estimated ionic configuration of 
Ba2Sn2+xLi0.5+0.5xFe10.5-1.5xO22 (-0.1 ≤ x ≤ 0.4) sintered 
at Ts = 1200°C  
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 The superconducting diode effect (SDE), in which a superconducting current flows in one direction and an ohmic 
current flows in the opposite direction, is expected to be applied to low-power electronic devices. Among the materials 
exhibiting a remarkable superconducting diode effect are Nb/V/Ta superconducting superlattices. In particular, Fe/Pt-
inserted Nb/V/Ta superlattices exhibit a large zero-field SDE, suggesting that the strong spin-orbit coupling of Pt plays 
a significant role in its emergence. In this study, we investigated the Pt thickness dependence of superconductivity in 
Fe/Pt-inserted Nb/V/Ta superlattices. We found that the superconducting transition temperature, critical current 
density, and non-reciprocal critical current density increased with increasing Pt film thickness and saturated at about 
3 nm. 
  
KKeeyywwoorrddss:: superconducting diode effect, inversion symmetry breaking, superlattices, non-reciprocity, exchange-field   
 

11..  IInnttrroodduuccttiioonn  
    
Non-reciprocal charge transport [1] is essential for basic 

electronic devices such as diodes and transistors. Such 
transport phenomena have also been observed in polar 
superconductors [2-4], 2D superconductors [5], and 
superconducting bilayers and multilayers [6-8].   
Recently, the superconducting diode effect (SDE), in 
which the superconducting current flows in only one 
direction, was reported in polar Nb/V/Ta superlattices 
under an external magnetic field [2-4], and theoretical 
models have been proposed to explain its mechanism [9-
12]. Additionally, non-reciprocal responses were 
observed in Josephson junction devices, and the 
Josephson diode effect (JDE) was demonstrated [13-19]. 
Both SDEs and JDEs are generic for superconductors 
under the simultaneous breaking of both time-reversal 
and space-inversion symmetries. Earlier experiments 
used an external magnetic field to break time-reversal 
symmetry. However, recent studies have achieved zero-
field SDE and JDE by utilizing the magnetization of 
ferromagnetic materials. [14, 20, 21].  
In particular, Fe/Pt-inserted Nb/V/Ta superlattices 

show a much larger zero-field superconducting diode 
effect than Co-inserted ones [20,21]. This result indicates 
that the strong spin-orbit coupling of Pt plays a 
significant role in the emergence of this effect. 
In this study, we investigated the Pt thickness (tPt) 

dependence of superconductivity in Fe/Pt-inserted 
Nb/V/Ta superlattices and found that the 
superconducting transition temperature, critical current 

density, and non-reciprocal critical current density 
increase with increasing tPt and saturate at about 3 nm. 
This behavior is attributed to the suppression of 
exchange interactions from the Fe layers within the Pt 
layers. 
 

22..  EExxppeerriimmeennttaall  rreessuullttss 
 
22..11  DDeevviiccee  ffaabbrriiccaattiioonn  
The [[Nb(2 nm)/V(2 nm)/Ta(2 nm)]3/Nb(2 nm)/V(1 nm) 

/Pt(tPt nm)/Fe(1.2 nm)/Pt(2 nm)/V(1 nm)/Ta(2 nm)]10 was 
deposited on a MgO (100) substrate by magnetron 
sputtering, as shown in Figure 1(a). Pt was deposited on 
four MgO substrates with a thickness gradient by 
gradually opening shutter during  deposition of the 
films. Subsequently, 3 nm of SiO2 was deposited as a cap 
layer.  The substrates were heated at 600 °C for 30 min 
before deposition in a sputtering chamber to remove 

Fig. 1 (a) Schematics of superlattice structure (b)  
 X-ray 2θ/θ diffraction measurements at tPt ~1.1 
nm. 
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impurities and then to 300 °C during deposition.  Next, 
devices were fabricated into a Hall bar shape with a 
width of 10 µm by photolithography and argon milling. 
The tPt at the bottom side of Fe on each device varies from 
0.7 nm to 5 nm in steps of approximately 0.1 nm. Figure 
1(b) shows the results of X-ray 2θ/θ diffraction 
measurements. The multiple broad peaks near MgO 
(200) and (400) peaks can be attributed to (110) and (220) 
peaks originating from bcc Nb and Ta. This result is 
consistent with previous studies [21]. 
 

22..22  EElleeccttrriiccaall  MMeeaassuurreemmeenntt  
Figure 2(a) shows schematic of SDE measurement and 

voltage was measured by four-terminal measurement. 
Figure 2(b) shows temperature dependence of electrical 
resistivity (ρ) for 1.0 nm, 2.0 nm, and 3.3 nm devices. ρ 
was measured by applying a current density of 3.1-3.7 kA 
cm-2 depending on tPt and sweeping temperature 
downward. In all devices, superconducting transitions 
were observed at around 3-3.5 K and zero resistivity was 
achieved. 

Figure 2(c) shows tPt dependence of superconducting 
transition temperature Tc. Tc is defined as temperature 
at which resistivity drops to half of its value above 
transition. The dashed lines in the figures indicate 
breaks in four MgO substrates. Tc increased with 

increasing tPt and saturated at about 3 nm. 
 Figure 2(d) shows tPt dependence of critical current 

density (Jc) at zero magnetic field. Current density is the 
current divided by total cross-sectional area, including all 
constituent layers. In Jc measurement polar axis of 
superlattice is along z-axis and perpendicular to both 
external magnetic field (B) and electrical current (J). 
Here, an external magnetic field of 10000 Oe was first 
applied in B∥y direction to saturate Fe magnetization, 
and then field was returned to zero. Next, a current was 
swept from 0 kA cm-2 along x-axis, which is perpendicular 
to B, in positive and negative directions respectively. Jc 
is defined as the current density at which resistivity 
increases to half of its value above transition. Jc 
increased with increasing tPt and saturated at around 3 
nm, which is the same trend as Tc. These Tc and Jc results 
can be caused by the increased stability of 
superconductor due to the attenuation of exchange 
interaction from ferromagnetic Fe in the Pt region. 
 Figure 2 (e) shows tPt dependence of non-reciprocal 

critical current density (ΔJc = Jc,+ - Jc,-) at zero magnetic 
field. ΔJc showed a similar trend to Jc, saturating at about 
3 nm. The continuation of increase in ΔJc until the tPt  
reaches about 3 nm can be attributed to the increase in 
Jc. The sign of ΔJc remains unchanged and did not 
become zero even in the region where Jc was saturated. 
This suggests that exchange interaction at bottom side of 

Fig. 2 (a) Schematic of SDE measurement. Polar axis of superlattice is along z-axis and perpendicular to both 
external magnetic field (B ) and electrical current (J). (b) Temperature dependence of electrical resistivity (ρ) at 
tPt = 1.0 nm, 2.0 nm, and 3.3 nm. Temperature was swept from 5 K to 1.9 K. (c) Tc dependence on tPt. Tc is 
defined as temperature at which resistivity drops to half of its value above transition. (d) tPt dependence of Jc at 
zero magnetic field, and critical current density in positive (Jc,+) and negative (Jc,-) directions after magnetic 
field is changed from 10000 Oe to 0 Oe at 1.9 K. (e) tPt dependence of non-reciprocal component of critical 
current density ΔJc at zero magnetic field. (f) tPt dependence of Q value ((Jc,+ - Jc,-)/( Jc,+ + Jc,-)). 
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Fe to Cooper pairs is completely suppressed at tPt > 3 nm. 
In such regions, exchange interaction through only the 
upper side Pt is responsible for SDE. 

Figure 2 (f) shows tPt dependence of Q value ((Jc,+ - 
Jc,-)/( Jc,+ + Jc,-)), which indicates efficiency of critical 
current. Q value remains around 0.1-0.2 regardless of tPt, 
showing no clear tPt dependence. 
 

33..CCoonncclluussiioonn  
  
We found that Jc, Tc, and ΔJc increase in thin tPt region 

and saturate by about 3 nm. This is considered to be due 
to increased stability of superconductor because of 
attenuation of exchange interaction from ferromagnetic 
Fe in the region of Pt. ΔJc remained finite even in the 
thick tPt region, and there was no clear Pt thickness 
dependence in Q value. 
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NNooiissee  RReedduuccttiioonn  aanndd  DDyynnaammiicc  RRaannggee  EEnnhhaanncceemmeenntt  ooff  PPuullssee--DDrriivveenn  GGMMII  
SSeennssoorrss  vviiaa  OOppttiimmiizzeedd  AAnnttii--AAlliiaassiinngg  FFiilltteerriinngg  

 
S. Idachi, and T. Uchiyama 

Department of Electronics, Graduate School of Engineering, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, Aichi 464-8603, 
Japan  

 
This study proposes a method for enhancing the dynamic range of pulse-driven Giant Magneto-Impedance (GMI) 

sensors through optimized anti-aliasing filtering. Aliasing noise, identified as the primary limitation, is effectively 
suppressed using a low-pass filter with a carefully selected cutoff frequency that maintains the sensor’s bandwidth. 
Introducing an anti-aliasing filter with 𝑓𝑓C = 31.2 MHz reduced circuit noise by approximately 58%, yielding a 6 dB 
improvement in dynamic range. Additional enhancement was achieved by replacing the buffer amplifier with a low-
noise ADA4899, which further reduced the 10-Hz noise floor by 58%. Although amplifier noise was mitigated, residual 
noise from excitation pulses and sampling jitter remained. These results confirm that systematic noise analysis and 
filter optimization substantially improve GMI sensor performance, supporting their applicability to highly sensitive 
measurements such as biomagnetic field detection in the picotesla range. 

 
KKeeyywwoorrddss:: GMI sensor, off-diagonal, pulse driven, dynamic range, anti-aliasing filter 

  
 

11.. IInnttrroodduuccttiioonn  
  

Giant magnetoimpedance (GMI) sensors exhibit 
magnetic-field sensitivities in the picotesla regime, 
enabling a wide range of applications such as electronic 
compasses, current monitoring, and biomagnetic 
diagnostics1). Their ability to resolve picotesla-level 
signals has already been exploited for 
magnetocardiography and magnetoencephalography in 
prior studies2)-5). 

Conversely, while superconducting quantum 
interference devices (SQUIDs) and optically pumped 
magnetometers (OPMs) attain picotesla- to 
femtotesla-scale sensitivity, their intrinsically limited 
dynamic range and pronounced susceptibility to ambient 
fields—such as the ~50 µT geomagnetic background—
necessitate magnetic shielding, typically in magnetically 
shielded rooms. A technology capable of high-fidelity 
biomagnetic sensing without such infrastructure would 
therefore offer a more straightforward and potentially 
more accurate alternative to conventional 
electrocardiography (ECG) and electroencephalography 
(EEG)5). 

This work investigates the dynamic-range constraints 
of picotesla-class GMI sensors and proposes strategies to 
extend them, thereby eliminating the need for magnetic 
shielding. We identify aliasing noise introduced by 
sample-and-hold (S/H) circuitry as the dominant 
limitation and demonstrate that an optimally engineered 
anti-aliasing filter (AAF) markedly enhances dynamic 
range.  
 
 
 

22..  DDeeddiiccaatteedd  SSaammpplliinngg  CCiirrccuuiitt  ffoorr  GGMMII  SSeennssoorr    
  

22..11 OOffff--DDiiaaggoonnaall  GGMMII  SSeennssoorr  
When an excitation current is applied to an amorphous 

alloy wire, the circumferential domain walls and internal 
magnetization translate and rotate under the azimuthal 
field generated by the current. Consequently, the 
circumferential permeability μθ varies with the external 
magnetic field Hex6). This variation modulates the 
electromotive force VC induced in the surrounding 
pick-up coil, allowing the magnitude of Hex to be inferred 
from VC 7). Such a configuration is termed an off-diagonal 
GMI sensor. 

The induced voltage VC exhibits an off-diagonal 
dependence on the external field, as depicted in Fig. 11 of 
[7]. Because VC is phase-locked to excitation pulses, 
synchronous sampling at each pulse edge yields the 
linear transfer characteristic shown in Fig. 12 of [7]. With 
excitation pulses applied at several-hundred-kilohertz 
rates, the amorphous-wire GMI element functions as a 
magnetic sensor that delivers a linear response to 
external magnetic fields. 

 
22..22 DDyynnaammiicc  RRaannggee  RReeqquuiirreemmeennttss  aanndd  BBaannddwwiiddtthh  

RReedduuccttiioonn  vviiaa  SS//HH  CCiirrccuuiittrryy  
The amorphous wire used in this study (φ30μm, 

Fe4.35Co88.15Si12.5B15, manufactured by UNITIKA) 
exhibits a measurement range of approximately 50 μT 
while maintaining sensitivity to weak magnetic fields on 
the order of 10 pT. This corresponds to a required 
dynamic range (DR), calculated as: 

DR = 20 log10 ( 5.0 × 10−5

1.0 × 10−11) ≅ 133.98 dB 

The effective number of bits (ENOB) corresponding to 
this dynamic range is estimated by: 

ENOB = DR − 1.76
6.02 = 133.98 − 1.76

6.02 ≈ 21.96 bit 
                                             
Corresponding author: S. Idachi (e-mail: 
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Thus, an analog-to-digital converter (ADC) with an 
ENOB of approximately 22 bits is required to faithfully 
digitize the sensor output. 

However, the coil voltage VC output by the GMI sensor 
contains high-frequency components spanning several 
hundred kilohertz to several megahertz, as illustrated in 
Fig. 11 of [7]. Currently, no commercially available ADC 
simultaneously offers both the necessary bandwidth and 
high resolution to directly capture signals in this 
frequency range at a practical level. 

To overcome this limitation, the present study uses a 
S/H circuit, illustrated in Fig. 1, which periodically 
samples the coil voltage VC by driving an analog switch 
with a trigger pulse synchronized to the excitation pulse. 
A bias voltage Vb shifts the input Vin so that it falls within 
the analog-switch operating range(0-VCC). This approach 
effectively reduces the signal bandwidth of the high-
frequency VC component, enabling conversion into a 
signal format compatible with a high-resolution ADC of 
an approximately 22-bit class. 
 

33..  MMaaggnneettiicc  FFeeeeddbbaacckk  MMeetthhoodd  
    

33..11  DDyynnaammiicc  RRaannggee  EExxtteennssiioonn  tthhrroouugghh  MMaaggnneettiicc  
FFeeeeddbbaacckk  CCoommppeennssaattiioonn  

The S/H circuit depicted in Fig. 1 utilizes a high-speed 
negative-channel metal oxide semiconductor (nMOS) 
analog switch integrated circuit. However, the allowable 
input voltage range of typical nMOS switches is 
constrained between 0 V and VCC, making accurate 
sampling infeasible when the input signal exceeds this 
range. 

The GMI sensor system used in this study exhibits an 
open-loop gain of approximately 2.25 × 105  V/T. When 
operated within the limited voltage range permitted by 
the nMOS switch, the measurable magnetic field range 
is restricted to approximately 20 μT (0.2 G). As a result, 
the sensor easily saturates under the influence of the 
Earth’s geomagnetic field. 

To address this limitation and expand the sensor’s 
measurable range, it is essential to intentionally 
suppress the amplitude of the coil output voltage. 
Magnetic feedback provides an effective means to achieve 
this goal. 

Magnetic feedback involves applying negative 
feedback to the GMI sensor’s output voltage, whereby a 
current proportional to the output is fed back into the coil 
to generate a magnetic field that opposes the ambient 
magnetic field8)-10). This counteracting magnetic field 
enables the sensor’s dynamic range to be effectively 

extended while ensuring that the coil output remains 
within the 0 V – VCC operational window. 

Theoretically, the degradation in sensitivity due to 
negative feedback is accompanied by a proportional 
suppression of noise, thereby allowing the dynamic range 
to be broadened without compromising the resolution or 
signal-to-noise ratio (SNR). 

 
33..22  SSiinnggllee  CCooiill  FFeeeeddbbaacckk  MMeetthhoodd 

Conventional magnetic feedback schemes typically 
necessitate an external, dedicated feedback coil to be 
affixed to the GMI sensor10). In contrast, a single-coil 
feedback (SCF) approach—wherein the pickup coil 
simultaneously serves as the feedback coil—has been 
proposed11). 

This method streamlines the sensor head architecture 
and offers advantages in terms of miniaturization and 
scalability for mass production. In the SCF configuration, 
the output voltage Vout of the GMI sensor is directly 
connected to the pickup coil, enabling the same coil to 
conduct feedback current and thereby realize magnetic 
feedback functionality. 

To isolate the desired high-frequency electromotive 
component VC from undesired low-frequency feedback 
artifacts originating from Vout, a high-pass filter (HPF) is 
introduced following the buffer amplifier stage. This 
configuration suppresses low-frequency currents—which 
are typically broadened by the limited bandwidth of the 
S/H circuit—while allowing only the high-frequency 
signal to propagate. 

Through this architecture, the pickup coil fulfills both 
sensing and compensatory roles, enabling magnetic 
feedback operation within a remarkably compact and 
efficient GMI sensor system (Fig. 2). 

 
33..33  LLiimmiittaattiioonnss  ooff  NNeeggaattiivvee  FFeeeeddbbaacckk  

In general, the introduction of negative feedback does 
not alter the signal-to-noise ratio (SNR), as it uniformly 
attenuates both the output sensitivity and the noise 
originating from the sensing element. Specifically, the 
output voltage under negative feedback is given by  

𝑉𝑉out = 𝛼𝛼
1 + 𝛼𝛼𝛼𝛼 𝑉𝑉in (1) 

where α denotes the open-loop gain and β represents the 
feedback factor. Although the output sensitivity is 
reduced by a factor of 1 + 𝛼𝛼𝛼𝛼, the noise voltage induced 
by the GMI wire is simultaneously suppressed by the 
same factor. Accordingly, while the apparent sensitivity 
decreases as the system transitions from open-loop to 
closed-loop operation, the resolution—defined by the 
signal-to-noise ratio of the output voltage—remains 

FFiigg..  11  Configuration of S/H Circuit 
 

FFiigg..  22  Block Diagram of GMI Sensor Circuit 
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unchanged. Consequently, the resolution remains 
unchanged while the measurable range is effectively 
extended, leading to an enhancement in the dynamic 
range. 

In practice, however, this idealized dynamic range 
enhancement is ultimately constrained by circuit-
originated noise. While the noise associated with the wire 
diminishes in proportion to the reduction of VC through 
feedback, residual noise from circuit components—such 
as amplifiers and resistors—remains unaffected by the 
feedback loop. As a result, when the feedback strength 
surpasses a certain threshold, the dominant noise source 
shifts from the sensor element to the electronic circuitry. 

Fig. 3 illustrates the inverse relationship between the 
closed-loop gain and the sensor’s measurable range, 
confirming that increased feedback (i.e., reduced closed-
loop gain) enables broader measurement capability. Fig. 
4 presents the dependency of the loop gain, dynamic 
range, and the 10-Hz noise floor, further elucidating the 
trade-offs involved. 

These findings indicate that to achieve further 
improvements in dynamic range, it is essential to 
mitigate the intrinsic circuit noise that remains outside 
the influence of negative feedback.  
 

44..  NNooiissee  AAnnaallyyssiiss  
  

The GMI sensor circuit utilized in this study is shown 
in Fig. 2. It comprises the following components:  

1. Pulse generation circuit 
2. Pulse shaping circuit 
3. Unity-Gain buffer amplifier (Amp1) 
4. High-pass filter (HPF) for single-coil feedback (SCF) 
5. S/H circuit 
6. Amplification stage (Amp2) 

The cutoff frequency of the HPF was set to 80 kHz to 
selectively pass only the electromotive force induced by 
the GMI effect11). 

Among the noise sources in the circuit shown in Fig. 2, 
the dominant contribution is expected to originate from 
the buffer amplifier (Amp 1), which is placed 
immediately after the sensor head and therefore largely 
determines the overall noise performance. In this section, 
we evaluate the impact of the buffer amplifier’s noise on 
the sensor system. 
 
44..11  AAlliiaassiinngg  iinn  SSaammpplliinngg  CCiirrccuuiitt  

In the circuit shown in Fig. 2, an appropriate delay is 
introduced into the timing pulse to ensure that the S/H 
circuit captures and retains the peak value of the GMI 
output waveform. The S/H circuit adopts a configuration 
analogous to that of a conventional ADC sampling stage 
and periodically samples the coil voltage at a sampling 
frequency 𝑓𝑓s. 

In general, sampling circuits are subject to aliasing, 
whereby signal components above the Nyquist frequency 
𝑓𝑓s 2⁄  fold back and appear as lower-frequency artifacts 
(Fig. 5). This aliasing phenomenon causes high-
frequency noise to be superimposed onto the baseband 
spectrum. 

The aliasing noise voltage 𝑉𝑉alias,rms  is defined using 
the voltage noise spectral density 𝑆𝑆n(𝑓𝑓) as: 

𝑉𝑉alias,rms = √∫ 𝑆𝑆n(𝑓𝑓)2 𝑑𝑑𝑑𝑑
∞

𝑓𝑓s 2⁄
(2) 

44..22  AAlliiaassiinngg  NNooiissee  ffrroomm  BBuuffffeerr  AAmmpplliiffiieerr  
The dominant noise source entering the S/H circuit is 

the input-referred noise of the buffer amplifier Amp1 
(LT1818). LT1818 exhibits an input voltage noise density 
of approximately 

𝑒𝑒n = 6 nV √Hz⁄  
for frequencies above 3 kHz and has a gain-bandwidth  
product (GBW) of 200 MHz. 

FFiigg..  44 Dependence of Loop Gain, Dynamic Range, and 
Noise Floor at 10 Hz 
 

FFiigg..  33 Relationship Between Closed-Loop Gain and 
Measurable Range 
 

FFiigg..  55  Aliasing Effect in Frequency Domain Due to 
Sampling 
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Assuming a sampling frequency of 𝑓𝑓s = 500 kHz, the 
total aliasing noise voltage 𝑉𝑉alias,rms can be calculated by 
integrating the white-noise spectrum density from the 
Nyquist frequency ( 𝑓𝑓s 2⁄ = 250 kHz ) up to the amplifier 
GBW: 

𝑉𝑉alias,rms = √∫ (6 nV √Hz⁄ ) 2 𝑑𝑑𝑑𝑑
200 MHz

250 kHz
= 84.8 μVrms (3) 

If this noise is assumed to be uniformly aliased into the 
Nyquist band [0, 𝑓𝑓s 2⁄ ], the equivalent post-aliasing noise 
density 𝑒𝑒alias is given by: 

𝑒𝑒alias = 𝑉𝑉alias,rms

√𝑓𝑓s 2⁄
= 84.8 μVrms

√250 kHz
≈ 169.6 nV √Hz⁄ (4) 

Thus, it is estimated that aliasing noise on the order of 
170 nV √Hz⁄  is superimposed across the entire frequency 
range below 𝑓𝑓s 2⁄  in the S/H circuit. 
 

55..  AAnnttii--AAlliiaassiinngg  FFiilltteerr  
  

In the preceding section, the impact of buffer amplifier 
noise was discussed. This section presents a filter 
configuration designed to mitigate that impact and 
quantitatively evaluates its effectiveness.  
 
55..11  AAlliiaassiinngg  iinn  SSaammpplliinngg  CCiirrccuuiitt  

To suppress aliasing noise introduced by the sampling 
circuitry of the GMI sensor, a low-pass filter is inserted 
prior to the S/H stage as an AAF, as illustrated in Fig. 6. 
Typically, an AAF functions by attenuating signal 
components above the Nyquist frequency ( 𝑓𝑓s 2⁄ ) to 
prevent high-frequency noise from folding into the 
baseband during sampling. 

Fig. 7(a) shows the electromotive waveform of the 
pickup coil (800 turns, 1 cm in length, inner diameter: 
φ0.1 mm/outer: φ0.72 mm, resistance: 6.8 Ω), and Fig. 
7(b) displays its corresponding FFT spectrum. The signal 
energy is broadly distributed from 200 kHz to 20 MHz, 
significantly exceeding the Nyquist frequency of 𝑓𝑓s 2⁄ =
250 kHz for a sampling frequency of 𝑓𝑓s = 500 kHz . 
Therefore, setting the cutoff frequency to 𝑓𝑓c = 𝑓𝑓s 2⁄  
would attenuate a substantial portion of the signal of 
interest.  

As a compromise to preserve the measurement 
bandwidth while minimizing aliasing, a first-order RC 
low-pass filter with a cutoff frequency of 

𝑓𝑓c = 31.2 MHz 
was designed and implemented upstream of the high-
pass filter (HPF), as shown in Fig. 6. 
55..22  EEffffeecctt  ooff  AAAAFF  oonn  AAlliiaassiinngg  NNooiissee  

After the insertion of the AAF, the aliasing noise 
voltage 𝑉𝑉alias,rms is given by: 

𝑉𝑉alias,rms = √∫ (6 nV)2 𝑑𝑑𝑑𝑑
31.2 MHz

250 kHz
= 33.4 μVrms (5) 

The corresponding equivalent noise density 𝑒𝑒alias is: 

𝑒𝑒alias = 𝑉𝑉alias,rms

√250 kHz
= 33.4 μVrms

√250 kHz
≈ 66.8 nV √Hz⁄ (6) 

Theoretically, this indicates that the aliasing noise is 
reduced by approximately 60%. 
 
55..33  EEffffeecctt  ooff  AAAAFF  oonn  AAlliiaassiinngg  NNooiissee  

Noise evaluation was conducted using the Ono Sokki 
FFT Analyzer CF-2000 under the following 
measurement conditions: 
⚫ Frequency resolution: ∆𝑓𝑓 = 0.15625 Hz 

FFiigg..  66 Insertion of Anti-Aliasing Filter (AAF) in GMI Sensor circuit 
 

FFiigg..  77 Electromotive Waveform of Pick-Up Coil, (b) FFT 
Spectrum of Pick-Up Coil Output 
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⚫ Window function: Hanning 
⚫ Data length: 16,384 points 
⚫ Averaging time: 100s 
 
55..44  RReessuullttss  

Fig. 8 presents the circuit noise spectral density before 
and after the insertion of the AAF. Following AAF 
implementation, the noise floor at 10 Hz decreased from 
300 nV/√Hz to 120 nV/√Hz, corresponding to a reduction 
of approximately 58%, which is in good agreement with 
the theoretical attenuation predicted by equations (5) 
and (6). 

Assuming a 46-fold electronic gain-yielding a closed-
loop sensitivity of approximately 3 × 105 V/T  -the 
measured voltage-noise densities correspond to 
magnetic-noise densities of 46 pT √Hz⁄  (without the 
AAF) and 18  pT √Hz⁄  (with the AAF) at 10 Hz. For 
comparison, the amorphous wire employed in this study 
exhibits an intrinsic magnetic noise of 23 pT √Hz⁄  at the 
same frequency. Thus, in the absence of the AAF the 
circuit noise exceeds the wire noise and degrades the 
sensor’s resolution, whereas with the AAF the circuit 
contribution falls below the intrinsic level, allowing the 
resolution to be maintained. 

Because the noise floor is lowered without altering the 
signal transfer, insertion of the AAF permits the closed-
loop gain to be reduced further—and consequently the 
measurable range to be expanded—while still keeping 
the resolution limited primarily by the wire’s intrinsic 
noise. 

 
55..55  TThheeoorreettiiccaall  aanndd  EExxppeerriimmeennttaall  EEvvaalluuaattiioonn  ooff  AAAAFF  
NNooiissee  RReedduuccttiioonn  

The noise reduction effect of the AAF was evaluated by 
comparing theoretical calculations with experimental 
measurements. As shown in equation (6), the aliasing 
noise voltage 𝑉𝑉alias,rms depends on the cutoff frequency 
𝑓𝑓c  of the AAF, from which the corresponding aliasing 
noise density 𝑒𝑒alias can be derived. 

The values of 𝑒𝑒alias  calculated under the conditions 
shown in Table 1, along with the experimentally 
measured circuit noise floor at 10 Hz, are plotted in Fig. 
9. The slope of the regression line was found to be 1.06, 
with a coefficient of determination 𝑅𝑅2 = 0.98, indicating 
a high degree of correlation. 

A slope close to unity confirms a proportional 
relationship between the aliasing noise density predicted 
by the theoretical expression in equation (6) and the 
measured noise floor. In other words, lowering the cutoff 
frequency results in a corresponding reduction in the 
noise floor, consistent with theoretical expectations, 
thereby quantitatively validating the effectiveness of the 
AAF. 

These findings confirm that the designed AAF is highly 
effective in suppressing aliasing noise and enables a 
predictable reduction in the noise floor of the GMI sensor 
circuit. 
 

66..  VVeerriiffiiccaattiioonn  ooff  DDyynnaammiicc  RRaannggee  EEnnhhaanncceemmeenntt  
  

66..11  EEffffeecctt  ooff  AAAAFF  oonn  LLoooopp  GGaaiinn  
Fig. 10 shows the open-loop gain of the system before 

and after insertion of the AAF. Without the AAF, the 
open-loop gain was 225,200 V/T. After the insertion of the 
AAF with a cutoff frequency of 𝑓𝑓c = 31.2 MHz, the gain 
slightly decreased to 204,600 V/T. 

Table 1 RC Constants Corresponding to Cutoff 
Frequencies 

FFiigg..  88  Noise Spectral Density Without and With AAF 

FFiigg..  99 Correlation Between Calculated and Measured 
Noise Densities 
 

FFiigg..  1100  Open-Loop Gain vs. Measurable Range Before 
and After AAF Insertion 
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This reduction is attributed to the attenuation of high-
frequency components by the AAF, as illustrated in the 
FFT spectrum shown in Fig. 7(b).  
 
66..22  EEffffeecctt  ooff  AAAAFF  oonn  NNooiissee  FFlloooorr  

Fig. 11 presents the magnetic noise spectral density in 
an open-loop configuration, both before and after 
insertion of the AAF. The noise floor around 10 Hz 
remains nearly identical in both cases, confirming that 
the signal-to-noise ratio (SNR) is maintained regardless 
of the presence of the AAF. 

The observed differences at 60 Hz and the harmonics 
are attributed to fluctuations in the measurement 
environment. 
 
66..22..11 EEffffeecctt  ooff  AAAAFF  oonn  MMeeaassuurraabbllee  RRaannggee  

Fig. 12 illustrates the relationship between the closed-
loop gain and measurable range. The trend of increasing 
measurable range with decreasing gain remains 
consistent before and after AAF insertion, indicating that 
the AAF does not influence the sensor’s measurable 
range. 
 
66..22..22 DDyynnaammiicc  RRaannggee  IImmpprroovveemmeenntt  bbyy  AAAAFF  

IImmpplleemmeennttaattiioonn  
Magnetic noise spectral densities were measured with 

and without the AAF, and the results are shown in Fig. 
13. The plot presents both the spectral noise density at 
10 Hz and the dynamic range calculated from the noise 

and measurable range values. 
As shown in Fig. 13, a difference in dynamic range is 

observed for closed-loop gains below approximately 
3.0 × 105  V/T. This discrepancy arises from the AAF-
induced noise reduction by approximately 60%, as 
confirmed in Section 3.2.2. At equivalent closed-loop gain 
levels, the dynamic range is reduced by up to 2 dB due to 
this noise suppression. 

Furthermore, in the region where noise degradation 
does not occur, the dynamic range improved from 145 dB 
to 151 dB as a result of the AAF implementation. Without 
the AAF, the threshold for noise degradation—defined by 
a resolution of 9.1 pT at 10 Hz (corresponding to 
 23 pT √Hz × √∆𝑓𝑓⁄ )—was observed at a closed-loop gain of 
approximately 5.9 × 105  V/T, yielding a measurable 
range of 168 μT. In contrast, with the AAF inserted, this 
threshold shifted to a closed-loop gain of approximately 
3.1 × 105 V/T, resulting in an extended measurable range 
of 326 μT while maintaining the same resolution of 9.1 pT. 
This shift corresponds to an approximate 6 dB 
enhancement in dynamic range, attributed to the 
suppression of aliasing noise by the AAF. As shown in 
Fig. 13, the blue data points mark these thresholds and 
corroborate the 6 dB improvement. 
 

77..  FFuurrtthheerr  NNooiissee  RReedduuccttiioonn  
  

77..11  NNooiissee  ffrroomm  BBuuffffeerr  AAmmpplliiffiieerr  
As demonstrated in Chapter 6, aliasing noise remains 

the principal contributor to circuit noise, and the noise 
suppression effect of the AAF has already reached 
saturation. Since further lowering the AAF cutoff 
frequency 𝑓𝑓c would degrade the sensitivity and 
resolution of the GMI sensor, it is necessary to pursue 
strategies aimed at reducing the input-referred noise 
itself. 

The conventional circuit used an LT1818 buffer 
amplifier, which offers a wide gain-bandwidth product 
(GBW ≈ 400 MHz)  and low input-voltage noise density 
(𝑒𝑒n ≈ 6 nV √Hz⁄  over the 3 kHz–200 MHz range). In this 
section, we evaluate the effect of replacing it with an 
ADA4899, a higher-performance amplifier with lower 

FFiigg..  1111  Magnetic Noise Spectral Density With and 
Without AAF 
  

FFiigg..  1122  Closed-Loop Gain vs. Measurable Range Before 
and After AAF Insertion 

FFiigg..  1133  Effect of AAF on Dynamic Range and Noise Floor 
at 10 Hz 
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input-voltage noise density (𝑒𝑒n ≈ 1 nV √Hz⁄  over the 100 
kHz–600 MHz range, GBW ≈ 600 MHz).  

Assuming the same AAF configuration as in Fig. 6 with 
𝑓𝑓c = 31.2 MHz , the resulting aliasing noise voltage 
𝑉𝑉alias,rms becomes:  

𝑉𝑉alias,rms = √∫ 1 nV 𝑑𝑑𝑑𝑑 
31.2 MHz

250 kHz
= 5.56 μVrms (7) 

The corresponding equivalent aliasing noise density is: 

𝑒𝑒alias = 𝑉𝑉alias,rms

√𝑓𝑓s 2⁄
= 5.56 μVrms

√250 kHz
≈ 11.1 nV √Hz⁄ (8) 

Theoretically, this represents a reduction in aliasing 
noise to approximately one-sixth of its original level. 
Theoretically, the aliasing noise is reduced by 
approximately 84%, falling from 66.8 nV √Hz⁄  to 
11.1 nV √Hz⁄ —that is, to roughly one-sixth of its original 
level. 

Fig. 14 compares the experimentally measured 
magnetic noise spectral densities for the circuits using 
LT1818 and ADA4899. At 10 Hz, the noise floor 
decreased from 130 nV/√Hz to 55 nV/√Hz, representing 
an approximate 58% reduction (nearly one-half). 
Assuming a 46-fold circuit gain and adjusting the 
feedback so that the closed-loop sensitivity is 1.6 ×
105 V/T , the circuit noise corresponds to 37 pT √Hz⁄  
before AAF insertion and 16 pT √Hz⁄  after the filter. 
Compared with the LT1818 configuration, this result 
shows that the minimum resolvable field is preserved 
even at the lower closed-loop gain, thereby extending the 
sensor’s measurable range. 

Although this is less than the theoretically expected 
84% reduction, the limited improvement is likely because, 
after replacing the buffer amplifier with the ADA4899, it 
was no longer the dominant noise source—thereby 
allowing other noise contributors in the circuit to become 
more prominent.  

 
88..  RReemmaaiinniinngg  NNooiissee  SSoouurrcceess  

  
Even after replacing the buffer amplifier, several 

potential contributors to the residual noise floor remain: 
⚫ Ringing induced by excitation pulses in the 

amorphous wire 

⚫ Jitter and ringing associated with the trigger pulse 
for the S/H circuit 

⚫ Inrush current within the S/H circuit 
Quantifying the contributions of these factors is 

expected to facilitate further enhancement of the 
dynamic range. 
 

99..  CCoonncclluussiioonn  
  

In this study, the primary noise sources in the GMI 
sensor circuit were systematically analyzed, revealing 
that aliasing noise originating from the S/H circuit is the 
principal factor limiting the dynamic range. By 
introducing an AAF with a cutoff frequency of 𝑓𝑓C =
31.2 MHz , designed to suppress aliasing components 
while preserving the bandwidth of the GMI signal, circuit 
noise was reduced by approximately 58% without 
compromising the magnetic noise floor, resulting in a 6 
dB improvement in practical dynamic range. 

Furthermore, replacing the buffer amplifier from the 
LT1818 to the low-noise ADA4899 (input-referred noise: 
1 nV √Hz⁄ ) led to an additional noise floor reduction of 
approximately 58% around 10 Hz, yielding further 
enhancement in circuit noise performance. However, 
following the amplifier replacement, the buffer amplifier 
was no longer the dominant noise source; instead, 
residual noise components such as ringing from 
excitation pulses and jitter or ringing in the S/H trigger 
signals became more pronounced. 

Future work will focus on the quantitative evaluation 
and mitigation of these remaining noise sources. Such 
optimizations are expected to further extend the dynamic 
range of the GMI sensor, contributing to its application 
in highly sensitive biomagnetic measurements, where 
picotesla-level resolution is required. 
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DDeessiiggnn  aanndd  AAnnaallyyssiiss  ooff  OOuutteerr--RRoottoorr  PPMM  MMoottoorr    
wwiitthh  SSeeggmmeenntteedd  rroottoorr--sshhaappee  ffoorr  Utilizing Reluctance Torque  

S. Sakurai, Y. Yoshida, and K. Tajima 
Akita University, 1-1, Tegata, Gakuten-matchi, Akita, 010-8502, Japan 

 
    Recently, the market scale of a drone has grown significantly. To utilize a drone more, the operating time needs 
to be extended. So, a drone motor should be lightweight and high power. However, the almost drone motor has a 
Surface permanent magnet, and improving torque is difficult because the outer-rotor has a low-degree design. 
Increasing torque, the Segment PM is adapted to the drone motor. It can use a reluctance torque with an outer-rotor 
type. However, the ratio of the reluctance torque is low and it is not enough from a result of the previous paper. So, 
improvement of the reluctance torque is desired. This paper presents a novel drone motor applied to Segment PM and 
investigated a ratio of reluctance torque by finite element method (FEM). 
 
KKeeyywwoorrddss:: PM motor, Segment PM, Reluctance torque, Drone 

  
 

11..  IInnttrroodduuccttiioonn  
    

Recently, drones are expected to be developed for many 
applications, and it is expected to solve social issues and 
promote economic development. The Japan drone service 
market is estimated to expand significantly from 82.8 
billion yen in FY2020 to 436 billion yen in FY2025. So, 
the drone business will grow in the future. 

However, an operating time of a typical industrial 
drone is as short as about 40 minutes. Improving the 
operating time is strongly desired for convenience. On 
the other hand, the drone has limited payloads because 
it loads a luggage and battery. Therefore, a motor should 
be lightweight and high power. 

The drone motor is almost applied to a surface 
permanent magnet (SPM) motor and outer-rotor type 
because it has high power and productivity. Further, 
higher poles and slots are adapted for increasing the 
torque and low vibration. However, improving the torque 
of the drone motor is difficult because the rotor iron of 
outer-rotor is very thin. Therefore, it has lower degree 
design than the inner-rotor. Further, the drone motor 
uses a lot of rare earth magnets, and rare earth has 
resource problems. To improve output, the Halbach array 
is researched1). It can be improved magnetic flux and 
motor torque. However, increasing output is limited 
because a magnet arrangement is also limited. 

 In order to improve the output in another way, a 
permanent magnet (PM) motor with segmented rotor-
type (Segment PM) is proposed. This structure can utilize 
a reluctance torque using a small motor size and 
concentrated windings. Further, Segment PM will 
suitable for drone motor because it needs high current 
and low torque ripple by fluctional slot. So, a drone motor 
will be improved. 

This paper presents a novel drone motor adapted to 
Segment PM and investigated a ratio of reluctance 
torque by finite element method (FEM). 

22..  CChhaarraacctteerriissttiicc  ooff  SSeeggmmeenntt  PPMM  mmoottoorr22)) 
  

  Fig. 1 shows a schematic diagram of Segment PM 
motor. Table 1 indicates the specifications of Segment 
PM. The rotor and magnet are divided, and it can use a 
reluctance torque with magnet one because it has 
saliency. 

Fig. 2 indicates the characteristics of the Segment PM. 
Fig.2 (a) shows the torque characteristics. It indicates 
that the Segment PM can use the reluctance torque with 
the magnet torque. Fig.2 (b) denotes the eddy current loss 
in magnet at 30000 rpm. It is significantly low because the 
armature flux flows into the rotor iron and does not flow 
into magnets. From these results, the Segment PM can 
use the reluctance torque, and it can improve the output 
by reluctance torque. 
 

 
FFiigg..  11 Schematic diagram of Segment PM motor 

 

TTaabbllee  11  Specifications of both PM motor. 
Motor diameter 40 mm 

Stack length 20 mm 
Rated speed 30000 rpm 
Rated torque 60 mN･m 

Target torque ripple 10 % or less 
Winding method Concentrated winding 

Material of iron core 0.1 mm silicon sheet 
Material of magnet Sintered Nd-Fe-B 

  
Corresponding author: S. Sakurai (e-mail: 
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(a) Current phase angle vs. torque characteristics at 
6 A/mm2. 

(b) Torque vs. eddy current loss in magnets at 30000 
rpm  

FFiigg..  22 Characteristics of the Segment PM motor 
 

33..  IInnvveessttiiggaattiioonn  aabboouutt  ssuuiittaabbllee  ffoorr  ddrroonnee  mmoottoorrss  
  
33..11  IIssssuueess  iinn  pprreevviioouuss  rreesseeaarrcchh  mmoottoorr..  

From the previous paper, Segment PM can used for 
reluctance torque. However, the ratio of reluctance 
torque is low. Increasing the reluctance torque, a motor 
parameter should be improved. 

The magnet and reluctance torque can be calculated 
from (1), (2) 

Tm = PnIq (1) 
Tr = Pn (Ld-Lq)IdIq (2) 

Tm is the magnet torque, and Tr is the reluctance torque. 
Pn is the magnet pole pears.   is the magnet flux. Iq is 
the q-axis current and, Id is the  d-axis current. Lq is the 
q-axis inductance and, Ld is the d-axis inductance. From 
equation (2), a reluctance torque can be improved by the 
difference between Ld and Lq or by increasing Id and Iq. 
Usually, the difference between Ld and Lq can be 
increased by the design of the flux barrier to the rotor. 
However, the rotor length of outer-rotor is very thin. If 
the motor size is 200 mm or more, the flux barrier can be 
designed on the outer-rotor3)-5). However, it is difficult for 
a small size outer-rotor motor. The rotor of the Segment 
PM is also thin. So, the design of the flux barrier is 
difficult. Therefore, small size outer-rotor motor is 
focused on the stator shape and current for improvement 
inductance. 

One of the improvements by the stator design, 
shortening airgap can be increased Ld and Lq. Fig. 3 
shows the airgap structure of Segment PM. In the 
previous paper, the unequal gap is used for low torque 
ripple. On the other hand, the equal gap can be increased 
magnet torque and reluctance one because the armature 

  

(a) Unequal gap 
(0.35-0.9 mm) 

(b) Equal gap 
(0.35 mm) 

FFiigg..  33 Construction of air gap 
 

FFiigg..  44 Comparison of torque waveform  
  
flux can be increased and Lq is also improved. However, 
the torque ripple is significantly increased. Fig. 4 denotes 
a comparison of torque waveform. The value of the peak-
to-peak of the unequal gap is 0.004 N･m and the ripple 
ratio is about 6.1 %. On the other hand, the one of equal 
gap is 0.029 N･m and 41.4 %. Therefore, the equal gap 
will generate bigger noise and vibration. So, a low torque 
ripple should be required by an equal gap. 

In order to realize it, the Segment PM is applied to a 
drone motor because it has low torque ripple by a 
fractional slot.  
  
33..22  DDeessiiggnn  aanndd  CCaallccuullaattiioonn  ooff  SSeeggmmeenntt  PPMM  ddrroonnee  mmoottoorr..  
    Fig. 5 shows a schematic diagram of the initial design 
Segment PM drone motor. Table 4 denotes the 
specifications of the design motors. These motors are 
designed based on drone motors for pesticide application. 
The diameter is 84.3 mm. The stack length is 12 mm. The 
target speed and torque are set to be 2500 rpm and 1.0 
N･m, respectively. The number of poles is 28 and the 
slots is 24. To compare the utilization of a reluctance 
torque, the motor parameter that Ld, Lq, a is calculated 
when the current density is 7 A/mm2.  

Fig. 6 denotes a comparison of inductance. The d and 
q-axis inductance of SPM is almost the same, but one of 
Segment PM is different. The saliency rate of Segment 
PM is about 1.5. From these results, Segment PM will be 
used reluctance torque. 
  Fig. 7 indicates a comparison of magnet flux. The flux 
of Segment PM is slightly bigger than SPM. The reason 
is that the rotor iron is done as backyoke. So, the 
Segment PM has high magnet flux by low amount of  
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(a) Segment PM (b) SPM 
FFiigg..  55 Schematic diagram of initial design drone motor. 
(1/4 model) 

 

TTaabbllee  22  Specifications of both PM motors.  
Motor diameter 84.3 mm 

Stack length 12 mm 
Rated speed 2500 rpm 
Rated torque 1.0 N･m 
Poles / Slots 28 / 24 
Coil turns 10 turns 

Coil cross section 
factor 

40 % 

Winding method Concentrated winding 

Current density 
7 A/mm2 

(7.82 Arms) 
Material of iron core 0.2 mm silicon sheet 
Material of magnet Sintered Nd-Fe-B 

Amount of magnet 
1277.8 mm3 (Segment PM) 

5004.4 mm3 (SPM) 
 

(a) Segment PM 

(b) SPM 
FFiigg..  66  Comparison of d,q-axis inductance at 7 A/mm2 

(Initial design drone motor)

 

FFiigg..  77 Comparison of magnetic flux. (Initial design drone
motor)  

(a) Segment PM 

(b) SPM 
FFiigg..  88  Comparison of torque characteristics. (Initial 
design drone motor)

 
magnets. 
  Fig. 8 shows torque characteristics. The max magnet 
torque of Segment PM is about 0.66 N･m, and one of SPM 
is 0.65 N･m. The magnet torque is almost the same 
because the magnet flux is also the same. Further, the 
max reluctance torque of Segment PM is about 0.11 N･m, 
and one of the SPM is almost zero. Segment PM has the 
difference between d and q-axis inductance, so it can use 
the reluctance torque. Finally, the max total torque of 
Segment PM is about 0.69 N･m at 15 deg, and one of SPM 
is about 0.64 0.69 N･m at 0 deg. From these results, the 
Segment PM has a higher output than SPM because it 
has the same magnet flux and larger inductance. 
However, the ratio of reluctance torque is about 8.2 %. 
The reason why it is low is that the armature flux is 
decreased by many magnets pole.  

Fig. 9 shows the comparison of torque waveform. From 
this waveform, the cogging torque is almost the same. 
Further, the value of peak-to-peak of the SPM is 0.038 
N･m, and one of the Segment PM is 0.050 N･m. The  
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Mechanical angle (deg.) 
FFiigg..    99    Comparison  of  torque  waveform  (Initial  design 
drone motor)  

 
ripple rate of the SPM is 6.0 %, and one of the Segment 
PM is 7.5 %. 

From these results, the Segment PM has higher torque, 
and the noise and vibration will be the same because the 
torque ripple is almost the same. However, the max total 
torque is not achieved to the rated torque. So, improving 
torque is required. 

 
44..  IImmpprroovviinngg  rreelluuccttaannccee  ttoorrqquuee  ooff  SSeeggmmeenntt  PPMM 

  
44..11  EEssttiimmaatteedd  tthhee  ccuurrrreenntt  ffoorr  rraatteedd  ttoorrqquuee  

From the above results, the drone motor that adapted 
Segment PM has higher torque than SPM. However, it is 
not enough torque. The Segment PM can use reluctance 
torque, and it has the same magnet torque. Therefore, 
Segment PM will be obtained by utilizing reluctance 
torque more. In this chapter, the improvement of torque 
is done by redesign. 
  Usually, the outer-rotor motor has low design 
flexibility because the rotor iron is thin. The rotor iron of 
Segment PM is also thin. Thus, improvement of Ld and 
Lq is difficult by design flux barrier. From equations (1) 
and (2), the magnet torque and the reluctance torque can 
increase by a bigger current, and it is easy. So, Segment 
PM is redesigned for high current. 
First, each torque is estimated from the motor parameter, 
and the current is determined. Table 3 shows the 
estimated max torque. The max Tm and Tr are obtained 
from calculated Ld, Lq, and . After that, Tall is estimated 
from max Tm and Tr. Tall can be obtained the rated torque 
when Irms is 12.5 to 15.0 A. Therefore, this current value 
is set to targe current. In order to restrict the current 
density to 7A/mm2, the stator coil cross-section and coil 
diameter should be increased. 
 
44..22  CCaallccuullaattiioonn  ooff  rreeddeessiiggnneedd  SSeeggmmeenntt  PPMM  ddrroonnee  mmoottoorr  
Fig. 10 shows a schematic diagram of the redesigned PM 
motor. Fig. 11 shows a schematic diagram of motor 
design parameters, and Table 4 denotes a different 
design parameter. In order to increase current at 7 
A/mm2, the coil window cross section is expanded and the 
motor design parameter is adjusted. The stator inner 
diameter, backyoke, and pole width are made smaller 

Further, the rotor thickness is increased because the 
production of small magnet is very difficult. The value is 
determined from the prototyped motor in the previous 

TTaabbllee  33 Estimated each max torque  

Irms (Arms) Tall (N･m) Tm (N･m) Tr (N･m) 
5.0 0.35 0.35 0.030 
7.5 0.53 0.52 0.067 

10.0 0.73 0.69 0.119 
12.5 0.93 0.86 0.186 
15.0 1.15 1.04 0.268 
17.5 1.38 1.21 0.365 

 

(a) Segment PM (b) SPM 
FFiigg..  1100 Schematic diagram of redesigned drone PM 
motors.(1/4 model)  

 
FFiigg..  1111 Schematic diagram of motor design parameter 

paper. Therefore, the value of the current RMS is slightly 
lower than the designed parameter in Table.2. The 
redesigned Segment PM and SPM are calculated and 
compared to investigate whether reluctance torque can 
be utilized. 

Fig. 12 indicates the d, q-axis inductance. The 
inductance of SPM is the same, but the Segment PM one 
is different. Further, the inductance of Segment PM is 
lower than before design motor. The reason is that the 
current is increased but the armature flux is little 
increased. Fig. 13 shows a comparison of magnetic flux 
density. This is calculated when magnet is removed. The 
magnetic flux density of redesign motor is about 1.45 T 
at stator pole, and before design motor is 0.86T. 
Therefore, the redesign motor is slightly saturated and 
inductance is decreased. 

Fig. 14 shows the comparison of magnetic flux. The 
magnetic flux is larger than the above result because the 
amount of magnet is increased. 

Fig. 15 denotes the comparison of torque 
characteristics. The max total toque of the Segment PM 
is 1.29 N･m at 25 deg. Further, the magnet one is 1.1 N･

m, and the reluctance one is 0.18 N･m at 25 deg. So, the 
redesigned motor can be achieved target torque. Further, 
the ratio of reluctance torque is about 13 %. On the other 
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TTaabbllee  44  . Different design parameters.  
 Before After 

Stator inner 
diameter (Rsi) 

 25.2 mm 17.5 mm 

Stator backyoke 
width (Wsb) 

2.0 mm 1.5 mm 

Stator pole width 
(Wsp) 

3.8 mm 2.8 mm 

Rotor thickness 
(Wrotor) 

1.85 mm 3.0 mm 

Coil window 
cross section 

27.9 mm2/Slot 42.3 mm2/Slot 

Current density 
7 A/mm2 

(7.82 Arms) 
7 A/mm2 

(11.8 Arms) 

Amount of 
magnet 

1277.8 mm3 
(Segment PM) 
5004.4 mm3 

(SPM) 

2043.3 mm3 
(Segment PM) 
8002.4 mm3 

(SPM) 
 

 
(a) Segment PM 

(b) SPM 

FFiigg..  1122  Comparison of d,q-axis inductance (7 A/mm2)  
 
hand, the reluctance torque of SPM is almost zero 
because the d, q-axis inductance is the same. So, the 
output torque is mostly magnet torque. The max total 
torque is about 1.22 N･m. From this result, the 
reluctance torque can be used effectively by Segment 
PM. However, the ratio of reluctance torque is not 
increased as much as expected. 
 

 
(a) Redesign motor 

  
(b) Before design motor 

FFiigg..  1133 Comparison of magnetic flux density 
that generated by armature flux only. 

 

 
FFiigg..  1144  Comparison of magnetic flux 

 

 
(a) Segment PM 

 

 
(b) SPM 

FFiigg..  1155 Comparison of torque characteristics (7 A/mm2) 
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44..33  CCoommppaarriissoonn  ooff  eeaacchh  ttoorrqquuee  cchhaarraacctteerriissttiicc 
The torque characteristics of redesign motor is 

calculated. Fig. 16(a) shows the current density versus 
torque characteristics. Segment PM has higher torque 
because the magnetic flux bigger than SPM and it uses 
the reluctance torque. Fig. 16(b) indicates the ratio of 
reluctance torque of the Segment PM. Each torque is 
plotted when the total torque is max. The ratio of 
reluctance torque is increased along with the current 
density. Further, the ratio can be reached about 20% at 
10 A/mm2. 
Fig. 17 denotes the torque waveform. The cogging torque 
(0 A/mm2) is almost same, but the torque ripple (7 
A/mm2) of Segment PM is bigger because the magnetic 
flux density is increased by bigger current. The value of 
peak-to-peak of Segment PM is about 0.15 N･m and 
ripple ratio is 11.7%. Further, the one of SPM is about 
0.06 N･m and ripple ratio is 5.14%. The ripple ratio of 
Segment PM is increased about 2 times, but it is similar 
to 10 %. Further, a noise that generated by this motor 
will be low because the motor speed is also low. 

From the results, the ratio of reluctance torque can be 
improved by increasing current. At the 10 A/mm2, it can 
achieve about 20%. However, the inductance is decreased 
because the stator pole is slightly saturated. 
 
 
 

(a) Comparison of total torque  

(b)  Ratio of reluctance torque (Segment PM) 
FFiigg..  1166  Current density versus torque characteristics 

 

FFiigg..  1177 Comparison of torque waveform 
(Redesign drone motor) 

  
55..  CCoonncclluussiioonnss  

 
This paper presented a novel improving a reluctance 

torque of outer-rotor-type Segment PM motor, and 
investigation about applying to a drone motor. 

First, the Segment PM is adapted to drone motor, and 
it is compared with SPM. Improving reluctance torque of 
the motor that was calculated in previous paper is 
difficult because the torque ripple is significantly 
increased. Therefore, the Segment PM is applying to 
drone motor because it has low torque ripple. So, the 
Segment PM is calculated and compared with SPM. As 
the results, the Segment PM has same magnetic flux and 
magnet torque. Further, the reluctance torque of SPM is 
zero, but the one of Segment PM can be used. The torque 
ripple is almost same. 

After that, the current of Segment PM is increased and 
it is redesigned. The reluctance torque can be used and 
ratio is about 13% at 7 A/mm2. Further, it can reach 
about 20% at 10A/mm2. The torque ripple is also enough 
low at operated load. So, the Segment PM can utilize the 
reluctance torque by drone motor than previous motor 
application. 

In future work, we will do the prototype test and 
compare it with calculation. 
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H. Sakuma, S. Sawada*, and T. Azuma 
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    In the three-dimensional position control of a small permanent magnet using three base magnets, an advanced 
control method that incorporates feedforward and feedback control is required to extend the control range and increase 
speed. Feedforward control requires knowledge of the angles of the base magnets, such that when the controlled 
magnet is placed in a certain position, the force acting on it is zero. In this study, the covariance matrix adaptation 
evolution strategy is used to determine the angles of the three magnets at which the force acting on the controlled 
magnet is zero. As a result of the optimization, it was confirmed that, to lift the controlled magnet upward, the three 
magnets should be turned in the positive direction (N-pole facing outward), and to move the stable point of the 
controlled magnet away from a certain base magnet, the magnet should be turned in the negative direction. A 
comparison of the optimization results with the experimental results showed that the rotation directions of the three 
magnets matched, but the rotation angles were smaller in the experiment. One possible reason is the inclination of 
the controlled magnet. 
 
KKeeyywwoorrddss:: three-dimensional control, permanent magnet, evolutionary algorithm, covariance matrix adaptation 
evolution strategy, finite element method 

  
 

11..  IInnttrroodduuccttiioonn  
    

  The position control technology of magnetic materials 
using magnetic fields is expected to be applied to medical 
fields such as drug delivery and capsule endoscopy, as 
well as in industrial fields such as non-contact transport 
and magnetic bearings. This technique is mainly divided 
into gradient pulling and helical or sperm-like propulsion 
techniques1). Gradient pulling utilizes the translational 
force exerted by magnetic moments in a magnetic-field 
gradient. Although a controlled magnetic material has a 
simple structure, it is difficult to move it in an arbitrary 
direction without successfully creating a magnetic field. 
Although there are few reports on 3D position control, 
there are examples of using eight electromagnets2) and 
eight permanent magnets3).  

Recently, a technique to control the position of a tiny 
permanent magnet in three dimensions using only three 
permanent magnets has been reported4). As shown in Fig. 
1(a), the magnetic field was controlled by rotating 
radially magnetized neodymium magnets (hereafter 
referred to as base magnets) with stepper motors. The 
ultimate goal is to achieve magnetic levitation in air, but 
at present, owing to the slow speed of control, the robot 
is held in a highly viscous medium to slow its movement. 
The position of the controlled magnet was monitored 
using two orthogonally positioned cameras. The 
translational force acting on the controlled magnet was 
determined using Eq. (1).  

𝑭𝑭 = 𝛻𝛻(𝒎𝒎 ∙ 𝑩𝑩)   (1) 
, where mm is the magnetic moment of the controlled 

magnet and BB is the magnetic flux density. The Z position 
was controlled by rotating the three base magnets in 
unison. For the XY position control, magnet coordinates 
were introduced, which correlated the XY positions with 
the angles of the three base magnets4). This operating 
principle was incorporated into a simple feedback control 
system. It consisted of only one set of feedback gains and 
position dependency was not incorporated. However, the 

                                             
Corresponding author: H. Sakuma (e-mail: 
hsakuma@cc.utsunomiya-u.ac.jp). 

FFiigg..  11  (a) Schematic of the magnetic position control 
system and (b) numbers and angles of the base magnets 
and the coordinates of the controlled magnet.  
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angles of the base magnets at which the controlled 
magnet is most stable may depend on its position. They 
correspond to the converged values of the base magnet 
angles when holding the controlled magnet stationary at 
that position. This information enables feedforward 
control, which is expected to improve the controllability 
and expand the controllable range. In practice, as 
indicated by Earnshaw's theorem5), this system is 
unstable; therefore, it is necessary to adopt a two-degree-
of-freedom control6) that combines feedforward control 
and feedback control. 

Feedforward control requires knowledge of the angles 
of the base magnets, such that when the controlled 
magnet is placed at a certain position, the force acting on 
it is zero. Once the angles of the base magnets are 
determined, the magnetic field distribution around them 
can be easily obtained using the finite element method 
(FEM). Conversely, it is difficult to determine the angles 
of the base magnets that produce the desired magnetic 
field or force acting on the controlled magnet. Such 
problems can be solved using evolutionary algorithms, 
which are optimization methods that mimic biological 
evolution. The covariance matrix adaptation evolution 
strategy (CMA-ES)7) is an evolutionary algorithm that 
uses a covariance matrix to determine the direction of 
evolution, allowing efficient optimization of noisy 
functions. In addition, the number of parameters to be 
set is small compared with other evolutionary algorithms, 
such as genetic algorithms, and optimization is 
performed almost automatically. In this study, CMA-ES 
was used to determine the angles of the base magnets at 
which the force acting on the controlled magnet was zero. 

  
22..  MMeetthhooddss 

  
  The base magnets were radially magnetized cylindrical 
neodymium magnets (diameter: 20 mm, length: 50 mm). 
The three base magnets (M0–M2) were placed in the 
center of the sides of an equilateral triangle with a side 
length of 180 mm. As shown in Fig. 1 (b), the base magnet 
angle (0–2) was set to zero when the N-pole faces the +Z 
direction, and the outward rotation was positive. The 
controlled magnet was an axially magnetized cylindrical 
ferrite magnet (diameter: 3 mm, length: 3 mm). The 
magnetic moment, measured using a vibrating sample 
magnetometer, was 5.9×10–3 A·m2. It was buried in a 
plastic sphere of 3-mm radius; a plastic rod of 6-mm 
length was attached to the sphere to detect the direction.    
As shown in Fig. 1 (b), the position of the controlled 
magnet is defined by the center of the equilateral triangle 
of the base magnet as the origin. The controlled magnet 
was immersed in polyvinyl alcohol and borax aqueous 
solution to impede movement. The mass of the magnetic 
object was 220 mg (gravity was 2.2 mN), and the 
buoyancy due to the solution was estimated to be 1.3 mN 
based on Archimedes’ principle.  

A three-dimensional FEM simulator was used to 
obtain the forces acting on a controlled magnet placed at 
a certain position at a certain base magnet angle. The 

standard mesh size was 0.5 mm in a 6 mm cube area 
centered on the position of the controlled magnet, and 2 
mm elsewhere. The internal magnetic flux density of the 
base magnets was set to 1.4 T8). The controlled magnet 
was assumed to have a magnetic moment (without 
volume) pointing in the +Z direction, and the magnetic 
force was calculated using Eq. (1). With the operating 
principle used in this study, it was not possible to 
independently control position and orientation. There 
was only a slight change in orientation accompanying the 
change in the position. For information on the influence 
of changes in orientation on position control, refer to Ref. 
4. The field gradient was calculated using the change in 
the magnetic field at points located 1 mm from the point 
of interest.  

The base magnet angles at which the absolute value of 
the force acting on the controlled magnet was minimized 
were obtained using CMA-ES. CMA-ES was 
implemented using DEAP, an evolutionary computation 
library for Python9). One set of base magnet angles was 
considered as an individual. The recommended value of 
Eq. (2) was used for the number of individuals in one 
generation7). 

𝜆𝜆 = 4 + floor(3 × log𝑁𝑁)  (2) 
, where N denotes the size of the problem. In the case of 
optimizing three magnet angles, N is three. The magnetic 
field distribution was calculated using FEM from the 
magnet angles of each individual. Among the  
individuals,  individuals with a small objective function 
in Eq. (3) were selected.  

𝑓𝑓 = |𝐹𝐹X| + |𝐹𝐹Y| + |𝐹𝐹Z − 𝑚𝑚𝑚𝑚 + 𝐹𝐹b| (3) 
, where FX, FY, and FZ are the magnetic forces in the X, 
Y, and Z directions, respectively, mg is gravity, and Fb is 
buoyancy.  was determined by Eq. (4)7). 

𝜇𝜇 = floor(𝜆𝜆/2).   (4) 

FFiigg..  22  Optimization process for X = 15 mm, Y = 0 mm, 
and Z = 55 mm. (a) Angles of base magnets, (b) objective 
function, and (c) TolFun. 
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The default values of CMA-ES and DEAP were used to 
set the update. The calculation was terminated when the 
following two conditions were met8). The number of 
generations exceeds TolFunIter10) in Eq. (5).  

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 10 + ceil(30 × 𝑁𝑁/𝜆𝜆) (5) 
When finding the difference between the maximum and 
minimum values in the list of minimum values of the 
objective function in the most recent TolFunIter 
generations, the difference (TolFun10)) is smaller than 0.1 
mN. Figure 2 shows an example of the optimization 
process. Starting from zero, the angles of the base 
magnets moved to those where the objective function was 
the smallest. TolFun dropped below 0.1 mN in the 53rd 
generation, when the changes in the base magnet angle 
and objective function were sufficiently small, indicating 

that the optimization had converged. 
 

33..  OOppttiimmiizzaattiioonn  rreessuullttss  
    

  As this problem is multimodal and there are many 
extreme values, the answer is not univocally 
determined11). For feedforward control, the angle of the 
base magnet should change continuously with respect to 
the changes in position; therefore, it is necessary to 
induce such a solution. To achieve this, constraints were 
imposed, and initial values were devised. For X = Y = 0, 
0–2 must be equal by symmetry. Therefore, the 
optimization was performed by imposing the constraint 
0 = 1 = 2. The initial values were set as 0 = 1 = 2 = 0. 
Figure 3 shows the optimization results for the base 
magnet angle when the controlled magnet is in the YZ 

FFiigg..  33  Optimization results for YZ plane (X = 0). The 
inset shows the definitions of angles 0–2. 

FFiigg..  44  Optimization results for XY plane (Z = 55 mm). FFiigg..  66  Experimental results for XY plane (Z = 55 mm). 

FFiigg..  55  Experimental results for YZ plane (X = 0). The 
points indicated with “X” are those at which the 
controlled magnet could not be held stably. 
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plane (X = 0). The arrows represent the angles of the 
three base magnets; upward is 0°, and counterclockwise 
is positive. To lift the controlled magnet upward, the 
three base magnets must be turned to the positive side. 
From symmetry, 1 = 2 in the YZ plane. Therefore, for Y 
≠ 0, this constraint was imposed for the optimization. 
To move the stable point of the controlled magnet in the 
+Y direction, 0 must be turned in the negative direction, 
and 1 and 2 must be turned in the positive direction. 
Note that to generate a magnetic force in the +Y direction, 
it is necessary to turn 0 in the positive direction and 1 
and 2 in the negative direction, which is the opposite 
relationship to the stable point4).  

Subsequently, the XY planes were considered. From 
symmetry, +X and –X are the same; therefore, the minus 
side is omitted. Figure 4 shows the optimization results 
for the base magnet angle in the XY plane (Z = 55 mm). 
For X = 0, the values should be the same as those in Fig. 
3, and the optimization is omitted. For some XY points 
with X ≠ 0, the magnet angles fell into false extremes. 
In this case, 0–2 should have different values and the 
constraints cannot be used. Therefore, the angles for X = 
0 and identical Y values were used as initial values. The 
trend is the same as that in the YZ plane, and it can be 
seen that to set the stable position in the +X direction, 1 
should be turned in the negative direction and 2 in the 
positive direction. As described above, the optimization 
results fully support the control principle reported in Ref. 
4.   

 
44..  CCoommppaarriissoonn  wwiitthh  eexxppeerriimmeennttss 

  
The optimization results were compared with the 

experimental results. The controlled magnet was 
stabilized using feedback control at each position. 
Figures 5 and 6 show the readings of the angles at that 
time. Control became difficult when the absolute values 
of X and Y were large or when Z was approximately 10 
mm away from 55 mm. In Figs. 5 and 6, the points 
indicated with “X” are those at which the controlled 
magnet could not be held stably. The angles of the base 
magnets at each point were approximately consistent 
with the optimization results. However, the change in 
angle was smaller in the experiment with respect to X = 
Y = 0 and Z = 55 mm, where 0–2 was almost zero. This 
difference in angles increased as the position moved 
away from X = Y = 0 and Z = 55 mm. One possible cause 
for this difference is the tilt of the controlled magnet, 
which can be measured from camera images. The angle 
between the Z-axis and the magnetic moment of the 
controlled magnet (S-pole to N-pole) is defined as . The 
angle between the X-axis and the projection of the 
magnetic moment onto the XY plane is defined as . The 
inclination angles of the controlled magnet at typical 6 
points on the XY plane are shown in Fig. 7. The results 
of optimization with CMA-ES under the assumption of 
the inclination of the controlled magnet are also shown 
in the figure. Compared with the optimization results 
assuming zero inclination (Fig. 4) and the experimental 
results (Fig. 6), they are close to the experimental results 
for X = 10 mm, while they are close to the optimization 
results for X = 0. Hence, the inclination of the controlled 
magnet may be a factor in the difference between the 
optimization and experimental results. However, it is 
also necessary to consider other factors, such as the 
different magnetic flux densities of the base magnet and 
controlled magnet. 

  
55..  SSuummmmaarryy 

 
The angle of the base magnet, such that the controlled 

magnet was stable at each position, was optimized using 
CMA-ES. The optimization results fully support the 
control principles reported in the literature. The 
optimization results generally agreed with the 
experimental results; however, the angle variation 
tended to be larger than the experimental values. The 
optimization results can be used for feedforward control 
in the future. 
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    We investigate methods for estimating the positions, orientations, and sensitivities of magnetic sensors using 
multiple coils with known properties, a process we refer to as calibration measurement. In conventional calibration 
conducted inside a magnetically shielded room (MSR), a systematic estimation error was observed when the distance 
between the sensors and the coils was increased. This error was caused by demagnetizing fields resulting from the 
high permeability of shielding materials used in the walls, floor, or ceiling of the MSR. In this study, we propose a new 
calibration approach that incorporates an approximate model of the demagnetizing field induced by such materials. 
The effectiveness of the proposed method was validated through two types of model experiments: a simplified setup 
and a practical setup. The results demonstrated that, even when the sensors and coils were placed farther apart from 
each other within the MSR, the proposed method effectively reduced the systematic estimation error by accounting for 
the influence of the demagnetizing field. 
 
KKeeyywwoorrddss:: calibration, biomagnetic measurement, soft magnetic materials, demagnetizing field, magnetic sensors. 

  
 

11..  IInnttrroodduuccttiioonn  
    

Biomagnetic measurement is a noninvasive technique 
for detecting extremely weak magnetic fields in the fT to 
pT range, which are generated by electrical activity 
associated with physiological functions of the human 
body. Visualization of the functions of the brain, heart, 
nerves, muscles, and other related organs, achieved by 
estimating the internal current distribution from 
detected biomagnetic fields, is expected to contribute to 
the diagnosis of various diseases1). 

Traditionally, superconducting quantum interference 
devices (SQUIDs) have been the primary sensors used in 
biomagnetic measurements due to their extremely high 
resolution, capable of detecting magnetic fields as small 
as a few fT, and have supported numerous fundamental 
and clinical studies. However, their reliance on liquid 
helium cooling increases the cost of installation and 
operation. In recent years, room-temperature magnetic 
sensors such as optically pumped magnetometers 
(OPMs) and magnetoresistive (MR) sensors have at-
tracted increasing attention as flexible alternatives for 
biomagnetic measurements2)-5). 

To accurately estimate the internal current 
distribution, it is essential to have precise information 
about the position, orientation, and sensitivity of the 
magnetic sensors used for measurement. In biomagnetic 
measurements, it is common to arrange an array of 
several tens to over a hundred magnetic sensors near the 
target region to measure the magnetic field distribution. 
However, if the sensor information is inaccurate, the 
estimated current distribution may be unreliable. 

Methods for estimating the position, orientation, and 
sensitivity of magnetic sensors based on reference 

magnetic fields generated by multiple predetermined 
coils were proposed and referred to as calibration 
measurements6),7). The calibration is carried out through 
the following steps. First, reference magnetic fields are 
generated using multiple coils whose position, 
orientation, diameter, and current are known. These 
fields are then detected by magnetic sensors whose 
position, orientation, and sensitivity are unknown. Next, 
theoretical magnetic fields are calculated using the Biot-
Savart law, based on assumed sensor parameters and 
known coil parameters. These computed fields are 
compared with the actual sensor outputs. This process is 
repeated, typically up to tens of thousands of times, to 
identify the combination of sensor parameters that 
minimizes the difference between the theoretical and 
measured values. 

We are investigating calibration methods for various 
SQUID- and MR sensor-based biomagnetic measure-
ments, and reported that calibrated sensor arrays 
improve the reliability of magnetic source localization8),9). 
More recently, studies of parameter estimation for OPMs 
using reference magnetic fields have also been reported10). 

However, calibration can be affected by distortion of 
the reference magnetic field, reducing estimation 
accuracy. To suppress environmental noise, these meas-
urements are typically conducted inside a magnetically 
shielded room (MSR), which is constructed using high-
permeability soft magnetic materials. When reference 
magnetic fields are generated inside the MSR, 
demagnetizing fields are induced and can distort the 
magnetic field distribution around the sensors. This 
effect becomes more pronounced as the distance between 
sensors and coils increases, since the reference field 
generated by the coils weakens while the relative 
influence of the demagnetizing field on the sensors 
becomes stronger. Consequently, this can cause 
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systematic errors in the estimation results. To mitigate 
this, sensors and coils have traditionally been placed as 
close together as possible during calibration. Nonetheless, 
maintaining a certain distance during calibration is 
being required for a more flexible system. 
 To incorporate the effects of demagnetizing fields into 
calibration, it is essential to model the demagnetizing 
field distribution induced by soft magnetic materials. 
However, conventional analytical modeling based on 
demagnetizing factors is limited to typical shapes such as 
ellipsoids and has difficulty computing demagnetizing 
fields induced by non-uniform magnetic fields11). In 
contrast, numerical methods such as the finite element 
method (FEM) are not limited by such restrictions, but 
their high computational cost makes them unsuitable for 
calibration, which requires magnetic field calculations to 
be repeated tens of thousands of times. 

In this study, we propose a new calibration method 
that incorporates the influence of demagnetizing fields 
induced by an MSR. We first describe how these effects 
can be incorporated into the calibration process, and then 
present an approximate model of the demagnetizing field 
distribution suitable for calibration. This model satisfies 
two main requirements: flexibility in designing the shape 
of magnetic materials and low computational cost for 
repeated field calculations. To evaluate the effectiveness 
of the proposed method, we conducted two experiments. 
The first validated the feasibility of the model under 
idealized conditions, while the second demonstrated its 
practical performance under settings that simulate 
actual biomagnetic measurements. These results show 
that the proposed method can reduce estimation errors 
caused by demagnetizing field effects, even when the 
sensor-coil distance is increased within an MSR.  

 
22..  MMaatteerriiaallss  aanndd  MMeetthhooddss   

 
22..11  SSeennssoorr  ccaalliibbrraattiioonn  uussiinngg  mmuullttiippllee  ccaalliibbrraattiioonn  ccooiillss  
  We computed the reference magnetic fields from 
multiple predetermined coils and numerically searched 
for the sensor parameters that best explain the measured 
sensor outputs. The coil-generated fields were first 
calculated assuming a uniform air medium12), and the 
demagnetizing field was subsequently added. This proce-
dure aimed to account for the influence of demagnetizing 
fields, which can affect sensor outputs when magnetic 
materials are present in the calibration setup.  
  The schema of the calibration setup is shown in Figure 
1. In this model, a uniaxial scalar magnetic sensor was 
assumed. The position and orientation of the i-th sensor 
were represented by five variables: position (xi, yi, zi) and 
orientation (θi, φi). The sensor array consisted of Ns 

sensors, and unknown parameters of each sensor, for i = 1 
to Ns, were estimated sequentially. Regarding the coils, 
their position, orientation, diameter, and current were 
set as known parameters. The coil array consisted of Nc 
coils, each of which was excited one after another. All 
positions were described relative to a reference origin 
fixed with respect to the array of coils.  

  The theoretical magnetic field at the i-th sensor position 
due to the j-th coil was defined as Bcal, i, j, and the measured 
sensor output voltage was denoted by Vmeas, i, j. Conven-
tionally, the coil-generated field applied to the sensor 
Bc, i, j is only considered so that Bcal, i, j = Bc, i, j. In contrast, 
this study introduces an additional term Bd, i, j, denoting 
the demagnetizing field induced by magnetic materials 
and affecting the i-th sensor. The theoretical field was 
modeled as: 

𝑩𝑩cal,	&,	' = 𝑩𝑩c,	&,	' + 𝑩𝑩d,	&,	'.          (1) 
The way to calculate Bd, i, j is described in Section 2.2. 
  Here, an evaluation function Ei for the i-th sensor was 
calculated as follows: 

𝐸𝐸! = 1 − "𝑩𝑩cal,	&	⋅	𝑽𝑽meas,	&'
*

(𝑩𝑩cal,	&(
*
(𝑽𝑽meas,	&(

* ,      (2) 

where Vmeas, i = [Vmeas, i, 1, …, Vmeas, i, Nc] and Bcal, i = [Bcal, i, 1, …, 
Bcal, i, Nc], with each Bcal, i, j being the component of the 
vector field projected onto the sensor’s orientation. When 
Ei is minimized, the theoretical magnetic field is 
considered to best explain the i-th sensor’s measured 
output, i.e., the reference magnetic field. The parameter 
set used in the computation of Bcal, i that minimizes Ei is 
regarded as the optimal estimated parameters for the i-
th sensor. 

The sensor sensitivity gi was excluded from the 
parameter search and was computed after optimization 
using the following expression: 

𝑔𝑔& = 	 )𝑩𝑩cal,	&)
'

𝑩𝑩cal,	&	⋅	𝑽𝑽meas,	&
 .                (3) 

  As an indicator of the goodness of fit of the estimation 
results, the following index was introduced: gofi = (1 − Ei) 
× 100 (%). A value closer to 100 indicates better 
agreement between the theoretical and measured values. 

 
22..22  MMooddeell  ooff  ddeemmaaggnneettiizziinngg  ffiieelldd  uussiinngg  mmaaggnneettiicc  ddiippoolleess  
  A model using magnetic dipoles was introduced to 
simulate the demagnetizing field generated by magnetic 
materials. Here, the magnetic dipoles were virtually 
placed in space solely to reproduce the demagnetizing 
field. It should be noted that these dipoles do not 
represent actual magnetic domains formed within the 
magnetized material. 

  
FFiigg..  11  Model of calibration with magnetic material 
and sensor parameters: position and orientation. 
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  In this study, magnetic materials were assumed to be 
soft magnetic plates, such as the walls, floor, or ceiling of 
a typical MSR. For simplicity, only the demagnetizing 
field from a single plate was considered, assuming the 
floor to be the primary source of the demagnetizing field. 
The approximate position of the magnetic material 
affecting calibration was also assumed to be known. 

Figure 2 schematically illustrates the proposed model 
based on magnetic dipoles, which was designed to 
simulate the demagnetizing field from magnetic 
materials in a simplified and computationally feasible 
manner. A magnetic dipole array was constructed by 
arranging dipoles in a square grid on the x-y plane at 
intervals of w, resulting in a total of Np dipoles, each 
identified by an index k. 
  Two variables were treated as unknown parameters to 
be estimated through calibration measurements. The 
first is the distance di from the reference origin to the 
plane on which the magnetic dipole array is arranged. 
Here, di was estimated as the virtual distance to a 
magnetic dipole array that best reproduces the 
demagnetizing field term Bd, i, j at the i-th sensor, induced 
by the j-th coil via the magnetic material. It should be 
noted that di does not represent the distance to the actual 
magnetic material plate. 
  The other unknown parameter to be estimated is the 
proportional constant αi, which is used to compute the 
magnetic moment of each magnetic dipole. When the j-th 
calibration coil generates the magnetic field Bc, i, j, it 
simultaneously produces a magnetic field Bp, j, k at the 
location of the k-th magnetic dipole. The magnetic 
moment mj, k of the k-th dipole was assumed to be propor-
tional to Bp, j, k, and was expressed as follows:  

mj, k = αi Bp, j, k,                  (4) 

where αi was assumed to be the same for all dipoles. 
  Based on the above assumptions, the demagnetizing 
field term Bd, i, j was calculated as a sum of the magnetic 
fields generated by the Np magnetic moments mj, k. First, 
the field Bp, j, k was computed, and then the resulting 
magnetic moment mj, k was used to determine Bd, i, j 
according to the following expression: 

𝑩𝑩d,	&,	' =
-.+
/0

∑ 1
)𝒓𝒓&,	,)

-
3p
451 '𝒎𝒎',	4 − 6

)𝒓𝒓&,	,)
' *𝒎𝒎',	4 	 ∙ 	𝒓𝒓&,	4-	𝒓𝒓&,	4., (5) 

where ri, k is the position vector from the k-th magnetic 
dipole to the i-th sensor.  

 

22..33  EExxppeerriimmeennttaall  sseettuupp 
  To validate the proposed calibration method, two 
experimental setups were examined. The first setup was 
designed under ideal conditions assumed in the proposed 
approach to verify its feasibility. In contrast, the second 
setup simulated actual bio-magnetic measurements, 
with Figure 3(a) showing the interior of the MSR used in 
the experiment. 
  Each experimental setup included a calibration coil 
array with multiple coil bobbins, a magnetic sensor array, 
and magnetic material. The coils were sequentially 
activated to generate a reference magnetic field, which 
induced a demagnetizing field from the magnetic 
material. The sensors were exposed to both fields and 
responded with voltage signals. 

Figure 3(c) shows a CAD-based schematic 3D model of 
the coil bobbin. Eight bobbins, each containing three 
orthogonal coils, were used to construct the calibration 
coil array, in which all 24 coils were operated 
independently. Figure 3(d) shows the schematic diagram 
of the calibration coil array used in the experiment. The 

 
FFiigg..  22  Schema of dipole array used for approximate 
simulation of the demagnetizing field. 

 
(a)  

 
(b)  

 
(c)             (d) 

FFiigg..  33 Experimental setups: (a) Setup for Experiment 
2 simulating a practical biomagnetic measurement, 
(b) conceptual image of a prospective magnetocardio-
graph system in which the sensor array and 
calibration coil array are integrated, (c) schematic 
model of a calibration coil bobbin, and (d) schematic 
diagram of the calibration coil array. 
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reference origin used for analysis was set at the center of 
the calibration coil array, as shown in the figure. To 
ensure high-precision generation of the reference 
magnetic field, the mechanical tolerance of the bobbins 
and their assembly was set to be ±0.1 mm. Two 
experiments shared the same coil array structure. 
  The magnetic sensors were arranged at uniform 
intervals in a plane parallel to the x-y plane, with each 
sensor’s sensitive axis oriented in the negative z-direction. 
  A tone-burst sinusoidal current with a frequency of 80 
Hz and a duration of 300 ms was used as the reference 
signal input to the calibration coils. The current 
amplitude applied to each coil was set to 20 mAp-p in 
Experiment 1 and 5 mAp-p in Experiment 2. The 
magnetic field detected by the sensors corresponded to 
approximately 10 nTp-p in Experiment 1 and 500 pTp-p in 
Experiment 2. 
  The voltage signal Vmeas, i, j outputted from each 
magnetic sensor was obtained through the following 
procedure. In Experiment 1, data were digitally acquired 
at a sampling rate of 2 kHz, and in Experiment 2, at 1 
kHz. For the improvement of signal-to-noise ratio, the 
same measurement sequence was repeated approxi-
mately 80 to 100 times, and the signal was averaged. A 
fast Fourier transform (FFT) was then performed on the 
averaged signal, and the 80 Hz component was extracted 
and defined as the value of Vmeas, i, j. 
  The size of the magnetic dipole array used for 
calculating the demagnetizing field was heuristically 
determined as w = 100 mm and Np = 25 (= 5 × 5). The 
estimation of unknown parameters was carried out based 
on the measured voltage signals Vmeas, i, j together with the 
analytically derived magnetic fields Bc, i, j and Bd, i, j.  
  The estimation accuracy of the calibration measure-
ments was evaluated based on the estimated positions 
and orientations of the sensors. Instead of using absolute 
values, the evaluation focused on the deviations relative 
to reference positions and orientations. To this end, for 
each experiment, the estimated results were aligned to 
the reference by applying rotational transformations13), 
and remaining differences were defined as estimation 
errors. The reference positions and orientations were 
obtained in advance for each experimental setup, based 
on an initial calibration measurement in which the 
sensors and coils were placed in close proximity—close 
enough that the influence of the demagnetizing field 
could be neglected. 
  To evaluate the spatial distribution of position errors, 
distribution maps were generated by projecting the 
estimated sensor positions onto the x-y and y-z planes. 
The magnitude of the position error at each sensor, 
denoted as Δpi, was calculated based on the Euclidean 
distance between the estimated position and the 
reference position using the following equation: 

Δ𝑝𝑝! = 	%&𝑥𝑥r, i − 𝑥𝑥e, i)
" + &𝑦𝑦r, i − 𝑦𝑦e, i)

" + &𝑧𝑧r, i − 𝑧𝑧e, i)
" , (6) 

where (xr, i, yr, i, zr, i) and (xe, i, ye, i, ze, i) represent the 
reference and estimated positions of the i-th sensor, 

respectively. The orientation error was evaluated using 
the angle Ψi between the reference and estimated 
orientations of each sensor, which was calculated as 
follows: 

𝛹𝛹& = cos-1*sin(𝜃𝜃r, i) sin(𝜃𝜃e, i) cos*𝜑𝜑r, i −𝜑𝜑e, i- +
cos*𝜃𝜃r, i- cos*𝜃𝜃e, i--. (7) 

Here, (θr, i, φr, i) and (θe, i, φe, i) represent the reference and 
estimated orientations of the i-th sensor, respectively. 
  In addition to the estimation accuracy of sensor 
positions and orientations, the overall goodness of fit 
(gofi) of the calibration was also evaluated. The gofi value 
indicates how well the theoretical magnetic fields, 
calculated based on the estimated parameters, agree 
with the measured sensor outputs. Furthermore, the 
estimated parameters related to the magnetic material, 
di and αi, were independently evaluated. 

For comparison, these analyses were conducted with 
and without considering the demagnetizing field. 

 
22..33..11  EExxppeerriimmeenntt  11: pprreelliimmiinnaarryy  sseettuupp  
  This experiment was conducted as a preliminary study 
to validate the proposed calibration method. To simulate 
ideal conditions, only a single permalloy panel was used 
as the magnetic material. In addition, to eliminate the 
influence of other magnetic materials, the experiment 
was performed outside the MSR. 
  We employed MR sensors with relatively lower 
resolution than those typically used for biomagnetic 
measurement, since the measurements were conducted 
outside the MSR. The typical magnetic noise spectral 
density of the sensors was 3.2 pT/√Hz at 80 Hz. 
  The calibration coil array had dimensions of A = 30 mm, 
B = 100 mm, and C = 75 mm as shown in Figure 3(c) and 
(d), with each coil consisting of 10 turns. The magnetic 
sensor array, consisting of 25 (= 5 × 5) sensors, was 
arranged parallel to the x-y plane with a spacing of 
40 mm between sensors. To enhance the influence of the 
demagnetizing field, the sensor array was placed 150 mm 
apart from the coil array along the z-direction. The 
permalloy panel was positioned approximately 80 mm 
apart from the coil array on the opposite side of the 
sensors. The thickness and dimensions of the panel were 
1 mm and 500 × 500 mm, respectively. 

  
22..33..22  EExxppeerriimmeenntt  22:  pprraaccttiiccaall  sseettuupp  
  This experiment was conducted under conditions that 
simulated a magnetocardiograph system as shown in 
Figure 3(a) and (b). The measurements were conducted 
inside an MSR, where the floor was assumed to be the 
primary source of the demagnetizing field affecting the 
calibration, as it was closest to both the coils and the 
sensors. 
  The MR sensors used in this experiment were the same 
type as those used in previous studies on biomagnetic 
measurements4). Their typical magnetic noise spectral 
density was 0.46 pT/√Hz at 80 Hz, providing higher 
resolution than that in Experiment 1. 
  The calibration coil array had dimensions of A = 60 mm, 
B = 300 mm, and C = 180 mm as shown in Figure 3(c) and 



119Journal of the Magnetics Society of Japan Vol.49, No.6, 2025

INDEXINDEX

(d), with each coil consisting of 10 turns. The magnetic 
sensor array, consisting of 36 (=6 × 6) sensors, was 
arranged parallel to the x-y plane with a spacing of 40 
mm between sensors. The entire sensor array was placed 
400 mm above the coil array along the z-direction. As 
shown in Figure 3(b), this distance was chosen to 
simulate conditions where a subject would be positioned 
between the sensors and the coils. The distance from the 
coil array to the floor was set to approximately 500 mm, 
taking into account the height of the examination table. 

 
33..  RReessuullttss  

  
  The proposed method was evaluated in two experi-
ments and compared with the conventional approach. 
Figure 4 shows the estimated sensor positions projected 
onto the x-y and y-z planes, obtained from Experiment 1 
and Experiment 2. In Experiment 1, one of the magnetic 
sensors was excluded from the evaluation due to a 
malfunction. 
 In both experiments, the conventional method, which 

did not account for the demagnetizing field, resulted in 
systematic estimation errors. In the x-y plane, estimated 
sensor positions were shifted outward from the reference, 
especially near the edge of the array. On the other hand, 
the z-direction error distribution became more dispersed 
toward the center of the array in Experiment 1, whereas 

no noticeable spread of errors in the z-direction was 
observed in Experiment 2. 
  In comparison, the proposed method, which accounts 
for the demagnetizing field, effectively reduced these 
systematic errors. As shown in the figures, the estimated 
positions, denoted by blue crosses, aligned more closely 
with the reference positions shown as black circles. 
  Quantitative results are summarized in Table 1. The 
average position error was reduced by about 30 mm in 
Experiment 1 and 5.7 mm in Experiment 2. Orientation 
errors improved by approximately 38 degrees and 2 
degrees, respectively. The goodness-of-fit index (gofi) also 
improved: by two orders of magnitude in Experiment 1 
and one order in Experiment 2. 
  Figure 5 shows a scatter plot of estimated d and α 
values for all sensors. As seen in the figure, the estimated 
d values exhibited a wide distribution, especially in 
Experiment 2, where they ranged from 80 to 350 mm. In 
both experiments, a tendency was observed in which 
larger d values were associated with larger α values. 

 
44..  DDiissccuussssiioonn  

 
  The effectiveness of the proposed calibration method, 
which accounts for the influence of the demagnetizing 
field, was evaluated through two experiments. The 
results demonstrated that incorporating the effect of the 
demagnetizing field significantly reduced the systematic 
errors observed in conventional methods. Furthermore, 

 
(a) 

 
(b) 

FFiigg..  44  Estimated sensor positions projected onto the 
x-y and y-z planes:(a) Experiment 1, (b) Experiment 2. 

TTaabbllee  11 Estimation error and GOF with conventional 
(Conv.) and proposed (Prop.) calibration methods.  

  
Experiment 1 Experiment 2 

Conv. Prop. Conv. Prop. 

Δ𝑝𝑝<<<< 	± 	𝜎𝜎 (mm) 31.5 
± 6.1 

1.6 
± 0.9 

7.4 
± 2.5 

1.7 
± 0.6 

Ψ@ 	± 	𝜎𝜎 (deg) 39.0 
± 13.3 

1.2 
± 0.6 

2.7 
± 1.1 

0.7 
± 0.3 

gof<<<<	± 	𝜎𝜎 (%) 99.649 
± 0.079 

99.995 
 ± 0.002 

99.969 
 ± 0.002 

99.998 
 ± 0.001 

 

  
FFiigg..  55  Scatter plot of estimated parameters d and α 
for all sensors in Experiment 1 and Experiment 2. 
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the proposed method was shown to be effective under 
conditions that simulate actual biomagnetic measure-
ment environments. 

Experiment 1 was intentionally designed such that the 
distance between the magnetic material and the sensor 
was shorter than in Experiment 2, leading to a greater 
influence of the demagnetizing field in Experiment 1. 
Nevertheless, the residual estimation errors of the 
proposed calibration method were approximately equal 
in both experiments. This is because the experimental 
conditions were designed to be comparable except for the 
influence of the demagnetizing field. 
  In this study, the dimensions of the dipole array were 
set to 400 mm × 400 mm because it was assumed that 
when performing calibration inside an MSR, the effect of 
the demagnetizing field could be sufficiently accounted 
for by considering only the floor area beneath the coil 
array. The observed reduction in estimation errors 
supports the validity of this assumption.  
  The demagnetizing field approximation model based 
on magnetic dipoles proposed in this study is applicable 
to magnetic materials arranged in a planar form, such as 
the floor of an MSR. Furthermore, the validity of the 
model was confirmed through experiments, and it was 
shown to contribute to the reduction of estimation errors. 
It also has sufficiently low computational cost to be 
incorporated into calibration.  
  On the other hand, several issues remain with the 
proposed method, as it assumes that only a single plate 
of magnetic material influences the calibration. Under 
the conditions of calibration conducted inside the MSR, 
only the effect from the floor was considered. While this 
assumption was valid for the experimental setup used in 
this study, depending on the arrangement of the sensor 
array and calibration coil array in the MSR, it can be 
necessary to consider the influence of demagnetizing 
fields from multiple plates, such as walls. Furthermore, 
if the magnetic material has a shape that does not 
conform to the assumptions of the model, such as 
spherical or cylindrical geometries instead of a flat panel, 
the estimation accuracy can degrade. Therefore, 
extending the magnetic dipole array model to account for 
multiple plates or non-planar magnetic material 
geometries is an important direction for future work. 
  The interpretation of the parameters d and α, which 
were introduced in the proposed model, remains an issue 
for future investigation. In the model, d was defined as 
the distance from a reference origin to the virtual plane 
where the magnetic dipole array was placed, and it did 
not directly represent the actual distance to the magnetic 
material plate. However, the estimated d showed a 
significant discrepancy from the actual distance 
especially in Experiment 2. The parameters d and α are 
important factors in reproducing the effect of the 
demagnetizing field, and a detailed investigation of their 
relationship is required to further clarify their physical 
significance.  
  Finally, we considered the potential influence of eddy 

currents, which distort the reference magnetic field. As a 
preliminary investigation, we varied the frequency of the 
reference magnetic field from 40 Hz to 320 Hz for 
calibration and observed no significant frequency-
dependent change within this range in the estimation 
results. Therefore, eddy currents were not taken into 
account in the present experiments. However, for higher 
frequency sensor applications, the influence of eddy 
currents becomes non-negligible and should be taken into 
account in future studies. 

 
55..  CCoonncclluussiioonn 

 
  We proposed a calibration method that modeled the 
influence of the demagnetizing field induced by magnetic 
materials and incorporates it into the calibration 
measurements. The validity of the proposed method was 
evaluated through two types of experiments. The results 
demonstrated that even under conditions where the 
sensors and coils were separated inside a magnetically 
shielded room, the proposed method could effectively 
reduce the systematic estimation errors by taking the 
demagnetizing field into account.  
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Erratum 

“Domain Wall Displacement Modulation GMR Sensors with Closed-Loop Current-Field Feedback”  
K. Komuro, D. Oshima, T. Kato  
 
Journal of the Magnetics Society of Japan 2024, Volume 48, Issue 2, Pages 34-39  
https://doi.org/10.3379/msjmag.2403R004 

 

The original article has an error in the equation (3) in section 4.4. 

Before: 

𝐻𝐻eff = 𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒 − 𝐹𝐹𝑉𝑉out = 1
1 + 𝐾𝐾H→V ∙ 𝐺𝐺IA ∙  𝐺𝐺𝑂𝑂𝑂𝑂

𝐹𝐹
 𝐻𝐻ext = 𝜂𝜂𝐻𝐻ext 

After correction: 

𝐻𝐻eff = 𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒 − 𝐹𝐹𝑉𝑉out = 1
1 + 𝐾𝐾H→V ∙ 𝐺𝐺IA ∙  𝐺𝐺𝑂𝑂𝑂𝑂 ∙ 𝐹𝐹  𝐻𝐻ext = 𝜂𝜂𝐻𝐻ext 

Together with the correction, Fig. 11 and the value of F in the discussion of η for the Open-1 mode have been slightly 

modified. Since the definition of η was corrected, Fig. 11 was also updated from Fig. (a) to Fig. (b) as shown below. 

However, the observed trends of increasing non-linearity with respect to η remain identical to those before the 

correction, and the overall discussion in the paper is not changed by this correction. 

 

 

 

 

 

 

 

 

 

 

These errors have been corrected in the following PDF and online versions of J-STAGE. 

 

  (a)                       (b) 

Fig. (a) Original Fig. 11 and (b) updated Fig. 11. Due to the correction in the definition of η, 

the values of horizontal axis in Fig. (b) are different from those in Fig. (a). However, the 

increasing trend in non-linearity with respect to η remains unchanged by the correction. 
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DDoommaaiinn  WWaallll  DDiissppllaacceemmeenntt  MMoodduullaattiioonn  GGMMRR  SSeennssoorrss  wwiitthh  CClloosseedd--lloooopp  
CCuurrrreenntt--ffiieelldd  FFeeeeddbbaacckk    

 
K. Komuro*, D. Oshima*, and T. Kato*, ** 

*Department of Electronics, Graduate School of Engineering, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, 464-8603, Japan  
** Institute of Materials and Systems for Sustainability, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, 464-8603, Japan 

 
    A novel type of giant magneto-resistance (GMR) sensor utilizing domain wall displacement (DWD) modulation 

and a closed-loop current-field feedback technique was investigated. In this paper, a Ni80Fe20 free layer was used for 
the GMR sensor since the uniaxial anisotropy of Ni80Fe20 is smaller than that of the (Co90Fe10)92B8 used in the previous 
study, resulting in a larger wall displacement with a smaller field. When the domain wall was modulated by a 
modulation field Hmod = 94 µTrms, the sensitivity of the sensor increased to 2.6 mV/µT in open-loop mode compared with 
a sensitivity of 0.98 mV/µT for the sensor without Hmod. Moreover, a significant improvement in the linearity of the 
output was obtained by operating the DWD GMR sensor in closed-loop mode, and the sensitivity was also increased 
up to 4.2 mV/µT. The improvement in linearity is considered to be due to the suppression of the displacement of the 
average position of the domain walls by the current-field feedback. The noise floor of the output of the DWD GMR 
sensor under closed-loop operation was estimated to be 300 pT/Hz1/2 at 10 Hz. 
 
KKeeyywwoorrddss:: magnetic sensors, domain wall displacement modulation, current field feedback, GMR 

  
 

11..  IInnttrroodduuccttiioonn  
    

Magneto-resistance (MR) sensors have been widely used 
in many applications, since they are simple two-terminal 
resistance devices and are easily micro-fabricated by low 
cost lithography techniques. Major applications of the 
MR sensors are hard-disk-drive (HDD) heads1)-3), linear-
rotary position encoders4),5), and recently they are 
reported to be applied to bio-magnetic sensors6),7) and 
automotive current monitors8) by improving their 
sensitivity and linearity, respectively. In order to 
improve the sensitivity of the MR sensors, tunnel 
magneto-resistance (TMR) sensors with high 
magnetoresistance (MR) ratio over 100% are typically 
utilized. For example, sub-pT field9) detection using TMR 
sensor was reported for the applications to magneto-
cardiography (MCG)10) and magneto-encephalography 
(MEG)11) at room temperature. However, the TMR 
sensors consist of magnetic tunnel junctions (MTJ) and 
basically have a large resistance, resulting in the larger 
shot noise than that of a giant magnetoresistance (GMR) 
sensors12). The GMR sensors have a small resistance due 
to their metallic nature and high signal-to-noise (S/N) 
ratio at low frequencies. Moreover, the fabrication 
process of GMR sensors is simple compared to TMR 
sensors, which is an apparent advantage in terms of 
industrial applications. Recently, several studies on 
GMR sensors report to detect magnetic field as small as 
pT. For example, an antiphase modulation bridge 
detection technique utilizing GMR elements with 
symmetric response was reported in Ref. 13. This 
technique reduces 1/f noise significantly which mainly 
dominates the noise spectrum of GMR elements at 

frequency f < 100 kHz. We have also studied the 
antiphase modulation GMR sensors and reported that 
the non-linearity due to the hysteresis in the free layers 
and the temperature drift are significantly improved14) 
by introducing a closed-loop current-field feedback 
technique15). However, the sensor output was insufficient 
to detect pT-level field.  
One of the ways to improve the sensor output is to use 

magnetic flux concentrators (MFC) to amplify the 
magnetic field applied to the GMR elements16). For 
instance, Kikitsu et al. reported the detectivity of 13 
pT/Hz1/2 at 100 Hz in antiphase modulation GMR sensors 
by using MFCs17). Moreover, Tatsuoka et al. utilized the 
GMR sensors with MFCs as well as the compensating 
coils wounded around the MFCs, and high detectivity 
and wide dynamic range were reported18). Another way is 
to detect the field along the easy axis of GMR sensors 
since the magnetic susceptibility along the easy axis is 
much higher than that along the hard axis. Conventional 
MR sensors detect the fields along the hard axis due to 
the small hysteresis. We have previously reported 
domain wall displacing (DWD) GMR sensors to detect the 
fields along the easy axis, which results in several-times 
increase of the sensor output and enables to detect nT 
level magnetic fields19)-21). Liao et al. and Huang et al. 
also reported that DWD modulation effectively reduces 
the hysteresis and increases the sensitivity compared to 
no modulation22), 23). However, because DWD involves the 
motion of the domain walls, the sensor output still has 
small hysteresis and contains Barkhausen noise. 
 In this study, we introduced the closed-loop current-
field feedback technique to DWD modulation GMR 
sensors to solve these issues. Here, we discuss the basic 
operation and performance of the closed-loop DWD 
modulation GMR sensor, and report the detectivity of the 
present closed-loop DWD modulation GMR sensor. MFC 
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is expected to be applied to the present sensor for further 
improvement of the detectivity which will be studied in 
future work. 

  
22..  OOppeerraattiinngg  pprriinncciippllee   

  
22..11  DDoommaaiinn  wwaallll  mmoodduullaattiioonn  
  Figures 1 and 2 show the circuit diagram of DWD GMR 
sensor and the schematic of a GMR sensor with an Al 
wire to apply modulation and feedback fields, 
respectively. As shown in Fig. 1, a GMR element was 
connected to the bridge circuit and the modulation field 
Hmod was applied along the easy axis by flowing the 
current through the Al wire placed upon the GMR 
element (see Fig. 2). Here we assume the stripe domains 
in the free layers as shown in the illustration of Fig. 3 
due to the energy balance between induced anisotropy of 
the free layer and the shape anisotropy of the GMR wire. 
The DWD modulation field Hmod at the frequency fmod of 
100 kHz modulates the position of the domain walls as in 
Fig. 3. fmod is much higher than the frequency of detecting 
fields Hext. Since the domain walls are oscillated by Hmod, 
the center positions of the domain wall shift sensitively 
to Hext which is smaller than the wall coercivity. This 
technique is considered to be effective to reduce the well-
known Barkhausen effect20) and enhance the 
sensitivities22), 23).  

The bridge circuit output is proportional to the ratio of 
the parallel and antiparallel domain areas to the 

reference layer of the GMR element. Both Hmod and Hext 
components appear in the instrumentation amplifier (IA) 
output, since both fields affect the domain area, and Hmod 
component was filtered by the low pass filter (LPF).   
 
22..22  CCuurrrreenntt  ffiieelldd  ffeeeeddbbaacckk  
  The output Vout in Fig. 1 is used to flow the current in 
Al wire shown in Fig. 2 to produce the feedback field Hf 
which cancels Hext. Therefore, the relation between Vout 
and Hext is expressed as following equation: 
 

𝑉𝑉out = 1
1

𝐾𝐾H→V ∙ 𝐺𝐺IA ∙  𝐺𝐺𝑂𝑂𝑂𝑂 + 𝐹𝐹
 𝐻𝐻ext, 

 

(1) 

 
where 𝐾𝐾H→V  is the conversion constant from field to 
voltage, and  𝐺𝐺IA and  𝐺𝐺OA are the gains of IA and the 
following operational amplifier (OA) (see Fig. 1). 𝐹𝐹 
stands for the feedback constant determined by the width 
of the Al wire and the resistance connected in series to 

 

FFiigg..  11 Circuit diagram of the proposed GMR sensor using 
domain wall displacement (DWD) modulation with 
closed-loop current-field feedback.  

   

                
    
 
 

       
                       

              
 

            

                                      

            
    

  

FFiigg..  22 Schematic of GMR sensor device with GMR 
element and Al wire. Easy axis of GMR element is 
parallel to wire width direction. Modulation field Hmod 
and feedback field Hf are produced by current flowing 
through Al wire. 

                

         

      

      

 

FFiigg..  33 Illustration of domain wall displacement (DWD) 
modulation. Domain walls in free layer oscillate due to 
modulation field Hmod at frequency fmod of 100 kHz. Hmod 
and detected field Hext are applied along easy axis of free 
layer. 

 

FFiigg..  44 Illustrations of the operation point under (a) open-
mode and (b) closed-loop mode of DWD GMR element. 
Insets show the time averaged domain structure of the 
free and the pinned layers, where red and blue are 
domains parallel and antiparallel to the reference layer, 
respectively.  
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the Al wire. If 1/(𝐾𝐾H→V ∙ 𝐺𝐺IA ∙  𝐺𝐺𝑂𝑂𝑂𝑂) ≪ 𝐹𝐹 , Vout can be 
determined only by 𝐹𝐹 . In other words, the feedback 
current can be adjusted by tuning the loop gain which is 
the product of  𝐺𝐺IA and 𝐺𝐺OA.  

Figure 4 shows the schematic of the current-field 
feedback operation of the DWD GMR sensor. When no 
Hext is applied, the time average of the areal ratio of 
domains between antiparallel (red) and parallel (blue) to 
the pinned layer is assumed to be 1:1. If Hext is applied to 
the GMR element without the feedback circuit, which is 
referred to  s “open mode”, the center positions of the 
domain walls shift due to Hext (see Fig. 4 (a)). On the 
other hand, closed-loop current-field Hf cancels Hext in 
the closed-loop mode (see Fig. 4 (b)), which suppresses 
the shift of domain walls under Hext.   
  

33..  EExxppeerriimmeennttaall  sseettuupp    
    

33..11  GGMMRR  ssttaacckkss  
  GMR stacks were fabricated by 8-cathodes RF 
magnetron sputtering system. The stacks were substrate 
/ Ta (5) / Ni80Fe20 or (Co90Fe10)92B8 (10) / Cu (4) / Co90Fe10 
(3) / Mn80Ir20 (8) / Ta (3) and substrate / Ta (5) / 
(Co90Fe10)92B8 (10) / Cu (2.2) / Co90Fe10 (3) / Mn80Ir20 (8) / 
Ta (3), where the numbers in parentheses indicate the 
thickness in nanometer. The latter is the same stack as 
studied in Ref. 19-21. The substrate was Si substrate 
with the 500 nm-thick thermally oxidized layer. During 
the deposition, the external field of 27mT was applied to 
induce the exchange bias in the reference layer and the 
uniaxial anisotropy in the free layer.  
  
33..22  MMiiccrrooffaabbrriiccaattiioonn  
  GMR stacks were microfabricated as shown in Fig. 2. 
First, the GMR films were structured with the size of 30 
µm × 300 µm by maskless lithography followed by Ar+ ion 
milling. Ar+ ions were produced by the Kaufman-type Ar+ ion 
source and were incident on the sample with an angle of 90˚ from 
the surface. The incident ion energy was set at 700 eV. Then, 
Al2O3 insulator with the thickness of 300 nm was deposited. 
Finally, Al wires with the size of 60 µm × 360 µm and the 
thickness of 300 nm were fabricated above the GMR 
elements using a lift-off technique. 
 After the microfabrication, the GMR sensors with 
Ni80Fe20 free layer were annealed in v cuum  t 270˚C for 
10 minutes under the field of 230 mT.  The field was 
applied along the short axis of the GMR elements. The 
 nne ling temper ture w s set  t 270˚C, since the 
blocking temperature of the IrMn is 270℃, and Mn atoms 
start to diffuse into the adjacent layers above this 
temperature24), 25). The GMR sensors with (Co90Fe10)92B8 
free layer were not annealed, since the annealing would 
crystallize the free layer, which increases the coercivity. 
 
33..33  MMeeaassuurreemmeenntt  sseettuupp  
 The GMR sensor devices were connected in the bridge 
circuit as shown in Fig. 1 and placed into the 
measurement system with a pair of coils. The pair of coils 

produces Hext. Hext was used as an input of the DWD 
GMR sensor as well as to measure the MR loops of the 
GMR elements. Parameters of the circuit are indicated in 
Table 1. Hereafter, we call three types of the circuit 
modes as “Open-1”,” Closed-1”  nd “Closed-10”. “Open-1” 
indicates that the sensor is operated under open mode 
and the OA gain is 𝐺𝐺𝑂𝑂𝑂𝑂 = 1 , corresponding to the 
conventional DWD GMR sensors19)-21). “Closed-1” and 
“Closed-10” indicate that the sensor is operated under 
closed-loop current-field feedback with the OA gains of 
𝐺𝐺OA = 1 and 𝐺𝐺OA = 10, respectively.   
  

44..  RReessuullttss  aanndd  DDiissccuussssiioonnss  
    

44..11  MMRR  pprrooppeerrttiieess  
  Figure 5 shows the MR loops of GMR elements with 
Ni80Fe20 and (Co90Fe10)92B8 free layers with the field 
sweep ranges of (a)|Hext| ≤ 4 mT and (b) |Hext| ≤ 300 µT. 
From Fig. 5 (a), MR ratio and coercivity of the GMR with 
Ni80Fe20 are smaller than those with (Co90Fe10)92B8. The 
smaller MR ratio in GMR with Ni80Fe20 is owing to the 
thicker spacer layer between the free and reference 
layers. On the other hand, for smaller sweep field of 
|Hext| ≤ 300 µT shown in Fig.5 (b), the GMR with 
Ni80Fe20 free layer exhibited large MR change over 0.6 % 
while the one with (Co90Fe10)92B8 was only 0.05%. This is 
due to the large coercivity of (Co90Fe10)92B8, and thus, 
Ni80Fe20 free layer is preferable to obtain higher output 
within the small field range. 
  
44..22  DDoommaaiinn  wwaallll  mmoodduullaattiioonn  
  Since a sinusoidal Hmod with the frequency of 100 kHz 
modulates the domain walls in the free layer, the 
modulated signal can be observed in the output of IA. 

   

FFiigg..  55 MR loops of GMR elements with Ni80Fe20 (blue) and 
(Co90Fe10)92B8 (red) free layers with field sweep ranges of 
(a) –4 mT ≤ Hext ≤ 4 mT and (b) –300 µT ≤ Hext ≤ 300 µT. 

    

 
 
  

         

              

                 

        

              

                 
            

 
 
  

 

TTaabbllee  11 Parameters of measurement circuit. 
Parameter Value 

Voltage of bridge circuit: 𝑉𝑉B 3 V 
Frequency of 𝐻𝐻mod: 𝑓𝑓mod 100 kHz 

Gain of IA: 𝐺𝐺IA 456 
Cut off frequency of LPF 159.2 Hz 

Gain of OA: 𝐺𝐺OA 1 (Open-1, Closed-1)  
10 (Closed-10) 
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Figure 6 shows the IA output when Hmod of 94µTrms at the 
frequency of 100 kHz was applied, where no Hext was 
applied. it was slightly distorted due to the hysteresis of 
the MR curves. The amplitude of the waveform was not 
varied drastically when the external field Hext in the 
range of ±100µT was applied. 
  
44..22  𝑯𝑯𝐦𝐦𝐦𝐦𝐦𝐦  DDeeppeennddeennccee  ooff  sseennssiittiivviittyy  aanndd  nnoonn--lliinneeaarriittyy    
 Figure 7 shows Hext-Vout properties of the DWD GMR 
sensor with Ni80Fe20 free layer under Open-1 mode, 
where Hmod was (a) 0, (b) 37.6, and (c) 94.0 µTrms. Blue 
solid curves indicate the measured data. The measured 
data were fitted with Rayleigh loops expressed as follows, 
since the output properties reflect the minor loop of 
Ni80Fe20 free layer. 

The fitted Rayleigh loops are shown as the red dashed 
lines in the figure. For the fitting, 𝑏𝑏 was first estimated 
from two loop ends, then 𝑎𝑎 and 𝑐𝑐 were estimated by the 
least square fit. In this paper, we define the non-linearity 
of sensor output as 𝑎𝑎 normalized by the full scale of the 
sensor output Vfull, and the sensitivity of the sensor was 
defined as the absolute value of 𝑏𝑏. 
 Figure 8 show (a) sensitivity |𝑏𝑏| and (b) non-linearity 
𝑎𝑎/Vfull of DWD GMR sensor with Ni80Fe20 free layer as a 
function of Hmod. Both sensitivity and non-linearity 

increased with increasing Hmod as discussed in Fig. 7. 
Dependence of sensitivity and non-linearity for Closed-1 
and Closed-10 modes will be discussed later. 
In order to discuss the reason of the increases of 

sensitivity and non-linearity with Hmod, domain 
structures of the free layer were observed with the Kerr 
microscope. For the measurement, we deposited the 
samples with a stack of substrate / NiFe (10) / SiN (40) 
and microfabricated in the same size as GMR elements 
of the sensor devices. Before the observation, the sample 
was magnetically saturated with a field of 6 Oe. Figure 9 
shows the Kerr microscope images of Ni80Fe20 rectangle 
at fields of (a) 0 Oe and (b) 1 Oe. At 0 Oe, the flux-closure 
domains were observed. The area of domains parallel to 
the external field was confirmed to increase at 1 Oe as 
shown in Fig. 9 (b), and flux-closure domain structure is 
partially collapsed by the large displacement of the 
domain walls. The domain structure was completely 
different from the stripe domains of (Co90Fe10)92B8 thin 
films reported in Ref. 21 (see Fig. 9 (c)).   

From the domain observations, we consider the reason 
of enhancement in the hysteresis of the output under the 
large modulation field (see Fig. 7) is due to the variation 

𝑉𝑉out = {−𝑎𝑎𝐻𝐻ext
2 + 𝑏𝑏𝐻𝐻ext + 𝑐𝑐

𝑎𝑎𝐻𝐻ext
2 + 𝑏𝑏𝐻𝐻ext − 𝑐𝑐  

 

(2) 

  

FFiigg..  77 Hext-Vout properties of DWD GMR sensor with 
Ni80Fe20 free layer under Open-1 mode applying (a) 
𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 = 0 µTrms, (b) 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 = 37.6 µTrms, (c) 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚 = 94.0 
µTrms. Solid blue curves indicate measured data, and red 
dashed curves are fitted data with Rayleigh loops 
expressed in Eq. (2). 

 

es are fitted data with Rayleigh loops expressed in Eq. 
(2). 
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FFiigg..  88 (a) Sensitivity and (b) non-linearity of DWD GMR 
sensor with Ni80Fe20 free layer as function of Hmod. Blue 
circles are for Open-1 mode, orange circles are for Closed-
1 mode, and green circles are for Closed-10 mode. 

  
  

   
  
  
   

   
 
  
  

 

 
  

   
  

  
   

  
  

  
  
   

  
 

  

                                              
  

         

        

      
         

        

      

      

  

FFiigg..  66  IA output waveform of DWD GMR sensor with 
Ni80Fe20 free layer when Hmod of 94µTrms at the frequency 
of 100 kHz and no external field Hext were applied.  

         

 
  
  

  
   
 
  

  

 

  

FFiigg..  99  Kerr microscope images of Ni80Fe20 element under 
external fields of (a) 0 µT and (b) 100 µT. (c) Domain 
structure of CoFeB is also shown as reference21).   
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of the domain structures under the fields. The increase of 
the sensitivity with Hmod is considered to be due to the 
reduction of wall coercivity under Hmod as discussed in 
the previous paper21).    
 
44..33  EEffffeecctt  ooff  ffeeeeddbbaacckk  ooppeerraattiioonn  
Figure 10 shows Hext-Vout profiles of DWD GMR sensor 

under (a) Closed-1 and (b) Closed-10 modes. Hmod was 
fixed at 94.0 µTrms. The normalized 𝑎𝑎 was 6.73 mT–2 for 
Closed-1, and 0.83 mT–2 in Closed-10 mode. From these 
results, the non-linearity was confirmed to be drastically 
improved by applying a current-field feedback technique 
as well as the increase of gain 𝐺𝐺OA . Compared to the 
Open-1 mode as shown in Fig. 6 (c), 95% decrease of the 
non-linearity was confirmed in Closed-10 mode.  
 
44..44  SSuummmmaarryy  ooff  sseennssiittiivviittyy  aanndd  nnoonn--lliinneeaarriittyy  
Figures 8 (a) and (b) summarize the sensitivity and the 

non-linearity as a function of Hmod under three operation 
modes, Open-1, Closed-1, and Closed-10. As shown in Fig. 
8 (a), sensitivity increased with increasing Hmod because 
of the reduction of wall coercivity by Hmod. Moreover, the 
sensitivity for Closed-10 mode was much larger than that 
for Closed-1 mode. This is due to the increase of 
𝐾𝐾H→V ∙ 𝐺𝐺IA ∙  𝐺𝐺𝑂𝑂𝑂𝑂 in equation (1).  
As shown in Fig. 8 (b), non-linearity decreased in order 

of Open-1, Closed-1, Closed-10 at any Hmod. Therefore, we 
can conclude that closed-loop feedback operation is 
effective to improve the linearity of the DWD GMR 
sensors. 
In order to discuss the improvement of linearity, the 

effective field applied to the GMR elements were 
estimated in each mode. Effective input field Heff is 
expressed as follows: 

 
Here, 𝐾𝐾H→V were calculated from |𝑏𝑏| for Open-1 mode, 

and the relation between 𝜂𝜂 and the normalized 𝑎𝑎 were 
evaluated for every Hmod. Note that 𝜂𝜂  means the 
attenuation constant of the field applied to the GMR 
elements. The smaller 𝜂𝜂 means the larger Hf to cancel 
Hext. Figure 11 shows 𝜂𝜂 dependence of the normalized 𝑎𝑎 
of DWD GMR sensors under different operation modes. 
Open-1 mode has 𝜂𝜂 of 1 independent of Hmod, since 𝐹𝐹 =
0 in Eq. (3). According to the results, the normalized 𝑎𝑎 
decreased with decreasing 𝜂𝜂 . The reduction of 𝜂𝜂  will 
impedes the displacement of the average positions of the 
domain walls under DWD modulation, which is 
considered to be effective to reduce non-linearity of the 
sensor output. In Closed-10 mode, the displacement of 
the average position of the domain wall is negligibly 
small in the range of the total applied field ±100 µT., 
resulting in the significant improvement of output 
linearity.  
  
44..55  NNooiissee  ssppeeccttrruumm  
Noise spectrum of Vout of DWD GMR sensor with 

Ni80Fe20 free layer under Closed-10 mode was measured. 
Hmod was 94.0 µTrms. The whole sensor circuit was placed 
inside the NiFe magnetic shield box (Ohtama) with a 
shielding factor of 66 dB, and the terminal of Vout was 
connected to the high pass filter with cut-off frequency of 
0.1 Hz (NF Dual Programmable Filter 3624). The noise 
spectrum was measured by the FFT analyzer 
(ONOSOKKI FFT Analyzer CF-9200).     
 Figure 12 shows the FFT spectrum of Vout, where the 

vertical axis was converted to the input referred 
magnetic field. From the spectrum, the noise floor at 10 
Hz was estimated to be 300 pT/Hz1/2 as shown in the red 
line in the figure. Further reduction of the noise floor is 
expected by applying MFC which will be studied in future 
work. 

𝐻𝐻eff = 𝐻𝐻𝑒𝑒𝑒𝑒𝑒𝑒 − 𝐹𝐹𝑉𝑉out = 1
1 + 𝐾𝐾H→V ∙ 𝐺𝐺IA ∙  𝐺𝐺𝑂𝑂𝑂𝑂 ∙ 𝐹𝐹  𝐻𝐻ext 

                 = 𝜂𝜂𝐻𝐻ext 

 

(3) 

   

FFiigg..  1111  Relations of derived 𝜂𝜂  and non-linearity 
(normalized 𝑎𝑎). Red circles are for 𝐻𝐻𝑚𝑚𝑚𝑚𝑚𝑚  = 94.0 µTrms, 
blue circles are for Hmod = 37.6 µTrms, and black circles 
are for Hmod = 0. Circuit modes are also indicated in 
figure.   

                     

 
  

   
  

  
   

  
  

  
  
   

  
 

         

        

      

  

FFiigg..  1100 Hext-Vout properties of DWD GMR sensor with 
Ni80Fe20 free layer under (a) Closed-1 and (b) Closed-10 
modes. Solid blue curves indicate measured data, and 
dashed red curves are fitted with Rayleigh loops in Eq. 
(2). 
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55..  CCoonncclluussiioonn  

    
  In this paper, the closed-loop current-field feedback 
operation was implemented to the DWD GMR sensors. 
Ni80Fe20 were used for the free layer since the uniaxial 
anisotropy is smaller than that of (Co90Fe10)92B8 used in 
the previous study, resulting in larger wall displacement 
in smaller applied field. By applying Hmod to DWD GMR 
sensor under open mode operation, the sensitivity was 
increased roughly twice compared to GMR sensor 
without Hmod. Hysteresis (non-linearity) of the output 
also increased with increasing Hmod due to the 
displacement of the average positions of the domain walls. 
However, the large hysteresis of DWD GMR sensor with 
Ni80Fe20 free layer under open mode operation 
significantly reduced by applying closed-loop current-
field feedback operation. The feedback operation with 
large loop gain effectively impedes the displacement of 
the average positions of the domain walls, resulting in 
the reduction of non-linearity of Vout. Finally, the noise 
floor of 300 pT/Hz1/2 was obtained for DWD GMR sensor 
under the closed-loop mode. Further increase of the 
sensitivity is expected by applying MFCs, and from these 
results, the proposed sensor was confirmed to be one of 
the potential candidates of high sensitivity GMR sensors.    
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FFiigg..  1122  FFT spectrum of output of DWD GMR sensor 
under closed-loop operation with OA gain GOA of 10. Hmod 
of 94 µTrms was applied during measurement, and no 
external field Hext was applied. 
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