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Influence of Damping Constant on Writability
in Heated-Dot Magnetic Recording

T. Kobayashi, I. Tagawa®, and Y. Nakatani**
Graduate School of Engineering, Mie Univ., 1577 Kurimamachiya-cho, Tsu 5614-8507, Japan
“Electrical and Electronic Engineering, Tohoku Institute of Technology, 35-1 Yagivama-Kasumicho, Sendai 982-8577, Japan
**Graduate School of Informatics and Engineering, Univ. of Electro-Communications, 7-5-1 Chofugaoka, Chofu 182-8585, Japan

We discuss the influence of the damping constant a on writability in heated-dot magnetic recording using our
stochastic calculation employing the Néel-Arrhenius model with a Stoner-Wohlfarth dot, since the duration for the
non-Néel-Arrhenius type is very short in the writing time and most of the writing time is the Néel-Arrhenius type.
The bit error rate is calculated and the result is analyzed using the mean magnetization reversal numbers per unit
time N, and N_ for the magnetization reversal in the direction opposite to the recording direction and in the
recording direction, respectively. The writing improves as the N, value decreases and the N_ value increases. The
N, and N_ values decrease as the a value decreases, since the attempt frequency is approximately proportional to
a. The writing time when the N_ value is large is rather short compared with the writing time determined by the
writing field. Therefore, a magnetization reversal time that is much shorter than the writing time is needed to write
data. The 1/N_ value represents the stochastic magnetization reversal time under thermal agitation, and the 1/N_
value is inversely proportional to a. Although the N, value becomes small, a small a¢ value is disadvantageous to
writing.

Key words: HDMR, Gilbert damping constant, stochastic calculation, micromagnetic simulation, bit error rate,
reversal number, reversal time

1. Introduction including HDMR.

The magnetization precession, namely the damping
constant is a common problem for HAMR and HDMR.
We have already discussed the influence of the damping
constant on writability for media with relatively small
and large anisotropy constants in HAMR® employing
our stochastic and micromagnetic calculations. However,
the discussion lacked the temperature dependence of an
attempt frequency, namely the perspective provided by
the N, values. Using the N, values, we can
understand the magnetization motion during writing in
detail.

In this paper, we discuss the influence of the damping
constant on writability for a medium with a large
anisotropy constant in 4 Tbpsi shingled HDMR,
employing our stochastic calculation using the N,
values. This condition simplifies the analysis of the
writing process, since 1 bit consists of 1 dot for HDMR
and erasure-after-write can be ignored for a medium
with a large anisotropy constant®. We confirm the
stochastic calculation result by employing a
micromagnetic simulation.

Many magnetic recording methods have been
proposed to solve the trilemma problem? of conventional
magnetic recording (CMR) on granular media. These
methods include shingled magnetic recording (SMR),
microwave-assisted magnetic recording (MAMR), heat-
assisted magnetic recording (HAMR), bit patterned
media (BPM), heated-dot magnetic recording (HDMR),
namely HAMR on BPM, and three-dimensional
magnetic recording (3D MR).

Akagi et al. reported writability in HDMR?2 and 3D
HDMR34 employing micromagnetic simulation. They
assumed the medium material to be FePt. However, the
anisotropy constant K, was smaller than that of bulk
FePt.

We have discussed the influence of K, on writability
in HDMR?® employing our stochastic calculation using
the Néel-Arrhenius model with a Stoner-Wohlfarth dot.
We explained why HDMR with a small K, exhibits good
writability using the mean magnetization reversal
number per unit time N, in the opposite direction to the
recording direction and the N_ value in the recording
direction during writing. When we choose a small K,
value, the N, value becomes negligible. Furthermore,
the duration where the N_ value is large becomes
longer. These are advantageous as regards writability.

A feature of our stochastic calculation is that it is easy
to grasp the physical implication of HAMR writing

2. Calculation Conditions and Method

2.1 Dot arrangement and medium structure

Figure 1 shows the dot arrangement and medium
structure in 4 Tbpsi HDMR where D,, D,, and h are
the dot sizes for the down-track x and cross-track y
directions, and the dot height, respectively. The z
direction is film normal. The bit length Dz and track

Corresponding author: T. Kobayashi (e-mail: kobayasi
@phen.mie-u.ac.jp).

width Dy are both 12.7 nm. We assume that the mean
dot size D, and mean dot spacing Ap are the same for

Journal of the Magnetics Society of Japan Vol.49, No.1, 2025 1



Dy =D, +Ap=1271m 4 Tbpsi

D
i Nl‘g

T
@_§y=u7mn

Cross- track y

Ap
=6.35 nm

Writing
track

Down - track x

Tw = Tcm + 30Tc

)
] _? =30nm Film normal z

L

D, =635nm
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both the down-track and cross-track directions, namely
Dy, = Ap =6.35 nm.

There are two cases as regards the dot sizes D, and
D, depending on the dot manufacturing method. In one,
the D, and D, sizes are the same, and the D, =D,
size fluctuates. In the other case, the D, and D, sizes

fluctuate independently. We examined the D, = D,, case.

We generated a random number D, = D, that had alog-
normal distribution with a standard deviation op. We
used a op/Dy, value of 15 %.

2.2 Temperature profile and writing field
The writing temperature T, for the dot was assumed
to be

Ty = Tem + 3071, (1

as shown in Fig. 1, after taking account of the Curie
temperature T, variation, where T, and or. are the
mean Curie temperature and the standard deviation of
Tem, respectively. The T, distribution was assumed to be
normal. Based on this assumption, 99.9 % of the dots in
the writing track are heated to above their T, values
during the writing period. We used T, and or¢/Tem
values of 750 K and 2 %, respectively.

For simplicity, we used a thermal gradient 9T /dy of
14 K/nm in the cross-track direction and assumed it to
be constant anywhere for adjacent track interference
(ATD). A constant thermal gradient dT/dx of 14 K/nm in
the down-track direction was also used for writability.

The writing field H, was assumed to be spatially
uniform, the direction to be perpendicular to the medium
plane, and the rise time to be zero.

2.3 Magnetic properties

The temperature T dependence of the medium
magnetization M; was calculated by employing mean
field analysis? for (FeqsPtos);—.Cu., and that of the K,
value was assumed to be proportional to M2®. M (T, =

770 K,T = 300 K) =1000 emu /cm? was assumed for FePt.

Based on this assumption, the Mg value can be
calculated for all values of T, and T.
Since each dot hasa T, variation, the T, value of each

INDEX

Table 1 Calculation conditions.

Recording density (Tbpsi) 4
Bit length Dy (nm) 12.7
Track width D (nm) 12.7
Mean dot size D, (nm) 6.35
Standard deviation o, / D, (%) 15
Dot height 4 (nm) 3.0
Mean dot spacing A, (nm) 6.35
Mean Curie temperature 7, (K) 750
Standard deviation o /T, (%) 2
Thermal gradient 97 / dx (K /nm) 14
Linear velocity (m/s) 10
Tor 10-yeart of archiving 350
Thermal gradient 07 / dy (K /nm) for ATI 14
Exposure field (kOe) for ATI 10
Exposure time (ns) for ATI 1

dot was adjusted by changing the Cu composition ¢ for
(FeqsPtys)1-cCu,.

We used a K, value of 51 Merg/cm? and an anisotropy
field Hy of 107 kOe at a readout temperature of 330 K.

When we choose an h value, 10 years of archiving,
ATI, and writability must be dealt with simultaneously,
since they are in a trade-off relationship. The calculation
conditions are summarized in Table 1. We assumed the
storage temperature to be 350 K for 10 years of archiving,
for which we took a certain margin into account. We used
an exposure field of 10 kOe and a time of 1 ns for ATI.
We fixed the h value at 3.0 nm, taking account of 10
years of archiving and ATI. The limiting factor is 10
years of archiving and the damping constant has little
effect on 10 years of archiving®. The linear velocity v
was 10 m/s.

2.4 Stochastic calculation method

The information stability for 10 years of archiving has
been discussed employing the Néel-Arrhenius model
with a Stoner-Wohlfarth grain or dot?. The attempt
period 1/f, has a value of picoseconds for FePt in
HAMR. Since the magnetization direction attempts to
reverse with a certain probability at each attempt period,
the information stability for 10 years of archiving is
extrapolated as a stack of phenomena in picoseconds.
Therefore, the Néel-Arrhenius model is valid for any
time from the order of a picosecond to more than 10 years.
The Néel-Arrhenius model is also valid on condition that
the writing field is smaller than the anisotropy field of
the recording media.

Figure 2 shows (a) the temperature dependence of K,
and (b) the time dependence of the effective anisotropy
field Hyess for a medium with T, which was calculated
from Eq. (11) described below. The medium temperature
is also shown. At a time of zero, the medium temperature
is assumed to be T, and the H,, direction changes

2 Journal of the Magnetics Society of Japan Vol.49, No.1, 2025
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Fig. 2 (a) temperature dependence of anisotropy
constant K, and (b) time dependence of effective
anisotropy field Hyer and medium temperature.

from downward to upward, and at a time of 1.27 ns it
changes from upward to downward. The writing time
defined by H,,, namely the field writing time is 1.27 ns.
The time is advanced by op./((0T/0x) - v) for a medium

with T, + or. and delayed for a medium with T, — or.

When |H,,| > Hyetr, the magnetization reversal is the
non-Néel-Arrhenius type. The duration for the non-Néel-
Arrhenius type is very short, and most of the field
writing time is the Néel-Arrhenius type where |H,,| <
Hyeir. In HAMR including HDMR, stochastic
magnetization reversal under thermal agitation is
dominant even for writability. Therefore, we have been
applying the Néel-Arrhenius model to phenomena with
a short time and examined ATI? and writability?.

The mean magnetization reversal number per unit
time N is expressed as

N = f, exp(—K/;), 2

employing the Néel-Arrhenius model with a Stoner-
Wohlfarth grain or dot, where f, is the attempt
frequency'® and Kp is the thermal stability factor. The
fo value gives an attempt number per unit time for
magnetization reversal, and the Boltzmann factor

exp(—Klg) is interpreted as the probability of

magnetization reversal.
When the |H,| value is less than Hy, fo = fo4, Kg =
Kp,,and N =N, are given by

3 2
— _ya_ [MsHV (o ([Hw| Hw|
for = Traz | 2arr \ 1~ UA, 1+777). 3

_KaV (o Hwl)?
Kg, = kuT (1 + H—‘:) , and (4)
N, = ftx+ exp(—Kﬁ+), (5)

respectively, for magnetization reversal in the opposite
direction to the recording direction, where y, a, V, and
k are the gyromagnetic ratio, Gilbert damping constant,
dot volume V =D,D, xh, and Boltzmann constant,
respectively. We used a y value of 1.76x107 rad s Oe™.
For magnetization reversal in the recording direction,
fa = foa-» Kg = Kg_,and N = N_ are given by

3 2
__Ya MsHV _(|HW|) ( _|Hw|>
fa_ - 1+a2 2kT 1 Hk 1 Hk ’ (6)
KuV [Huwl\?

PR 7 PR ) S o

A= = kT H, ) > a"

N_=f,_ exp(—KB_), ®
respectively.

In our stochastic calculation, we used the effective
anisotropy constant K. instead of K, and the
effective anisotropy field Hy.; instead of Hy, taking
account of the shape anisotropy!?, as

2
4m—3N,)M
Kyerr = Ky, + %, )
DDy
N, = 8arctan [ —=—2— |, and (10)
h|D%+D%+h*
2K
Hyer = —Mueff- (11
S

The magnetostatic field from surrounding dots was
ignored.

When calculating the information stability for 10
years of archiving (|H,,| = 0) or ATI, we used Egs. (6) -
(8) modified by Egs. (9) - (11), since the Hy.g value is of
course much larger than |H,,|. Although there is a period
where Hypesr < |H,,| during writing, the duration is much

short as shown in Fig. 2 (b). The factor /Mng /T in Egs.
(3) and (6) has a strong impact on the temperature
dependence of fu+, and (1 — (|Hyl/H)*)(A £ |Hyl/Hy)
is a weakly impacting factor since the Hy value is
considerably larger than |H,,| for most of the writing

time. Although the ’MSHE /T value becomes zero at T,

(1 - (Hy,|/H)» (A + |Hy|/H,) reaches zero at a
temperature where Hy = |H,,|. We employed the Néel-
Arrhenius model for the entire field writing time. To
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achieve this, we extended the f,; formulato T. as

3
=20 MserffV(l_( |Huwl )2>(1+ Hul )
“t T 1402 2nkT Hconst ~ Heonst/’

so that the f,, value becomes zero at T, where the
positive and negative signs are in the same order. Hiqpst
in Eq. (12) is a fitting parameter for Eqgs. (3) and (6) and
we used a Hgonse value of 60 kOe. When |Hy,| > Hyegr, We
assumed that

Kg_ =0. (13)

The calculation procedure for the writing field
dependence of the bit error rate (bER), namely
writability, is described below. The dot temperature fell
with time from T, according to dT/dx and v. The
attempt times were calculated using f,,.. The
probabilities exp(—Kﬁi) were calculated for every
attempt time. The magnetization direction was
determined by the Monte Carlo method for every
attempt time. Then the bER value was obtained. The
calculation detail has already been reported!?.

The bER in this paper is useful only for comparisons.

3. Calculation Results

3.1 Writing field dependence of bit error rate

Figure 3 (a) shows the writing field |H,,| dependence
of bER calculated employing our stochastic calculation.
The bER value increases as the a value decreases.

We confirmed the result in Fig. 3 (a) by employing a
micromagnetic simulation in which we solved the
Landau-Lifshitz-Gilbert (LLG) equation. The LLG
calculation method has already been reported in detail®.
Figure 3 (b) shows the |H,| dependence of the signal to
noise ratio (SNR) calculated employing a micromagnetic
simulation, and Fig. 3 (c) shows the bER value in Fig. 3
(a) as a function of the SNR value in Fig. 3 (b). A good
correlation can be seen between them. Therefore, our
stochastic calculation in Fig. 3 (a) can almost entirely

explain the result of the micromagnetic simulation in Fig.

3 (b).

We first discuss this result in terms of the attempt
frequency in the Néel-Arrhenius model and the
magnetization reversal time constant in the LLG
equation.

Since the a value is considered to be smaller than 0.1,
fa+ 1s almost proportional to a as shown in Eq. (12)
since a/(1+ a?) ~a. This means that the attempt
number for the magnetization reversal in the recording
direction becomes smaller as the a value decreases. As
a result, the bER value increases as the a value
decreases.

On the other hand, the LLG equation can be solved for
a single domain particle. When the initial magnetization
and field directions are the z and —z directions,
respectively, and the magnetization direction is
expressed in a polar coordinate, the magnetization

—
<
T IIII|'|T|

Bit error rate
[—y
<
[ ]

Stochastic
calculation
| T | | 11 1 | | I | | | I |

0 5 10 15 20
Writing field (kOe)
(a)

4IIII|IIII|IIII

L

L Micromagnetic 4

simulation
2 — —

Signal to noise ratio (dB)
o
|

2
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100 E T | T T T E|
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(©

Fig. 3 Writing field |H,,| dependence of (a) bit error rate
(bER) calculated employing our stochastic calculation
and (b) signal to noise ratio (SNR) calculated employing
a micromagnetic simulation for various a values. (c)
The bER value in (a) as a function of the SNR value in
).

motion is given by

¢ = wt + ¢y, and (14

_ 8o t
6 = 2arctan (tan (7) exp (— ;)),

as a function of time t where ¢ and 6 are the azimuth

(15)
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and polar angles, respectively!®. ¢, and 6, are the
initial values at t = 0. w represents the angular
frequency when it is precessing around the field H, 7
represents the magnetization reversal time constant in
the field direction, and those are given by

YH

w = Tta? and (16)
_ 1 _1+a% 1
T= % = o ]/_H (17)

Equation (17) includes a factor of (1+ a?)/a = 1/a.
This means that the magnetization reversal time
becomes longer as the a value decreases. If the
magnetization reversal time is too long compared with
the writing time, many errors occur. As a result, the bER
value increases as the a value decreases.

3.2 N, value and magnetization motion

Next, we discuss the N, value, which is the mean
magnetization reversal number per unit time in the
opposite direction to the recording direction, and the
corresponding magnetization motion.

The N, = f,, exp(—Kp,) value as a function of time is
shown in Fig. 4 for various a values where |H,,| = 10
kOe. As the N, value decreases, the writing improves,
and the N, value decreases as the a value decreases
since the f,, value is proportional to a/(1 + a?) = a.

We also confirmed the meaning of N, in Fig. 4 by
employing a micromagnetic simulator, EXAMAG LLG
(Fujitsu Ltd.)'¥, in which the Landau-Lifshitz-Gilbert
(LLG) equation is solved by the finite-element method.
We added the equivalent field for the energy of the
thermal agitation. The calculation step time was 10716 s.
We focused on the magnetization motion at 0.070 ns in
Fig. 4, at which the N_ value for a = 0.1 exhibits its
maximum value as shown later in Fig. 6, and the
temperature is 740 K. Figure 5 shows the time
dependence of the magnetization z component M,/Ms,
which means the magnetization motion as a function of
time. The initial magnetization and writing field

H,| H,1 H,|

—_ 102 L E T 1T I T T 1T I T l;l T I T T TT
£ 10 : :
S a=01
= 0.03

210

. 0.01 :

T 107 M =M, |

2 10'3 1111 | [ | 1111 | | || | | | I |

05 0 05 10 15 20
Time (ns)

Fig. 4 Mean magnetization reversal number per
nanosecond Ny = f,, exp(—Kz,) as a function of time
for various a values where |H,,| = 10 kOe.

directions are the —z and z directions, respectively.
The dot size and magnetic property in Fig. 4 were the
same as those in Fig. 5. The calculation temperature was
constant at 740 K where |H,,| = 10 kOe and Hyes = 19
kOe.

Since the N,(740K) value is 0.26 ns! for ¢ = 0.1, we
can expect there to be 0.26 mean magnetization
reversals in the opposite direction to the recording
direction within 1 ns as shown in Fig. 4. As expected,
several magnetization reversals can be observed within

10 II“""' rﬂ'[ I 'T "'r" 7' R "‘lﬂ\""'l‘ r" “‘{'“'F”
A
osw’ M
g
~ 0
s | |
-0.5 ‘ —
a=0.1 T =740 K ]
_1 0 | | | | | | | | |
0 2 4 6 8 10
Time (ns)
(a)

-1.0 1 | 1 | 1 | I | 1
0 2 4 6 8 10
Time (ns)
(b)

Time (ns)

(©

Fig. 5 Time dependence of magnetization z component
M, /Mg at 740 K (0.070 ns) for (a) a =0.19, (b) a =0.03,
and (¢) @ = 0.01 where |H,| = 10 kOe and Hy.; = 19
kOe.
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10 ns as shown in Fig. 5 (a), as already reported?. If we
employ a definition stating that the magnetization is
reversed when the M,/M; value falls below than —0.9,
the magnetization reversal number is 4 times for the
example in Fig. 5 (a). This means that there is a situation
where the magnetization reverses in the opposite
direction to the recording direction. When (b) a = 0.03,
it is expected that there will be 0.78 mean magnetization
reversals in the opposite direction to the recording
direction within 10 ns since the N,(740K) value is
0.078 ns'l. And one magnetization reversal can be seen
in Fig. 5 (b). For (¢) @ = 0.01, the N,(740K) value is
0.026 ns'!, and the M,/M, value does not reach less than
—0.9 within 10 ns for this example as shown in Fig. 5 (c).

The stochastic calculation result in terms of the N,
value is consistent with that employing a micromagnetic
simulation.

3.3 N_ value and magnetization motion

Finally, we discuss the N_ value and corresponding
magnetization motion.

The N_ (ns!) value also decreases as the a value
decreases as shown in Fig. 6. This means that the mean
magnetization reversal number per nanosecond in the
recording direction decreases as the a value decreases.
The N_ = f,_ exp(—KB_) value shows the maximum,
since the f,_ value increases and the exp(—Kj_) value
decreases rapidly as the temperature decreases?.

We also focused on the magnetization motion at 0.070
ns in Fig. 6. Since the magnetization motion fluctuates
with thermal energy, we calculated it using six different
random seeds for @ = 0.1 as shown in Fig. 7 (a). In one
case, the magnetization reverses rapidly, and in another
case, slowly after time 0. Figure 7 (b) shows the mean
magnetization < M, >/M; as a function of time for six
different random seeds. The < M, >/M; reversal time
defined by the time for < M, >/M; =01is 0.094 ns, which
can be compared to a 1/N_(740 K) value of 0.073 ns.

The writing time determined by the medium, where
the N_ = f,_ exp(—Kﬁ_) value is large, is rather short

H, | H,1 H,\

102 llllElllllllIllllglllllll

o i a=01 i

z 1

E 10 0.03

b; 10° 0.01
- Mod= M

5 10

s

102

| H
210'3 I T S I | ||||||§|||||||

-0.5 0 0.5 1.0 1.5 2.0
Time (ns)
Fig. 6 Mean magnetization reversal number per
nanosecond N_ = f,_exp(—Kz_) as a function of time
for various a values where |H,,| = 10 kOe.

compared with the field writing time as shown in Fig. 6,
since the exp(—Kﬁ_) value decreases rapidly with time.

Although the temperature was constant for the
calculation in Fig. 7, the temperature decreases with
time during writing as shown in Fig. 2. For example, at
a time of 0.59 ns, which corresponds to a temperature of

1.0

II
il

_l.OIIII|IIII|IIII|IIII

0 0.5 1.0 1.5 2.0
Time (ns)

(a)

-0.5 a=0.1 -
T =740 K T
_10 111 | L1 11 | L1 11 | L1 1 1
0 0.5 1.0 1.5 2.0
Time (ns)
(b)

Fig. 7 (a) Time dependence of magnetization z
component M,/M; calculated using six different random
seeds at 740 K (0.070 ns) for a« = 0.1 where |H,,| = 10
kOe and Hyes = 19 kOe. (b) Mean magnetization
<M, >/M; as a function of time.

10 T T T T T

05 — —

Time (ns)
Fig. 8 Time dependence of magnetization z component
M,/M at 667 K (0.59 ns) for @ = 0.1 where |H,,| = 10
kOe and Hyeir = 54 kOe.
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kOe and Hyr = 19 kOe. (b) Mean magnetization
< M, >/M; as a function of time.

667 K, the N_ value is about 103 times per nanosecond
as shown in Fig. 6. This means that data can no longer
be written, and this is confirmed in Fig. 8. The
magnetization does not reverse and maintains its initial
direction for 10 ns with this example. Therefore, to write
data we need a magnetization reversal time much
shorter than the field writing time of 1.27 ns.

When a = 0.03, the < M, >/M reversal time is 0.19
ns as shown in Fig. 9 (b), which is comparable to the
1/N_(740K) value of 0.24 ns. The < M, >/M; reversal
time becomes longer than that for @ = 0.1.

For a« = 0.01, there is one case where no
magnetization reversal occurs even within 2 ns for this
example as shown in Fig. 10 (a). The <M, >/M;
reversal time is long at 0.71 ns as shown in Fig. 10 (b),

which is comparable to the 1/N_(740 K) value of 0.72 ns.

The < M, >/M; reversal time of 0.71 ns is too long for
writing with reference to Fig. 6, namely, data can no
longer be written. This is disadvantageous to writing.
The 1/N_ value is inversely proportional to a. The t
value is also inversely proportional to @ as mentioned
above. Furthermore, the H value in Eq. (17) includes
the equivalent field for the energy of the thermal
agitation, and the standard deviation of the equivalent
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Fig. 10 (a) Time dependence of magnetization z
component M,/M; calculated using six different random
seeds at 740 K (0.070 ns) for & =0.01 where |H,,| = 10
kOe and Hg = 19 kOe. (b) Mean magnetization
< M, >/M; as a function of time.
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Fig. 11 Mean magnetization < M, >/M; reversal time

as a function of Gilbert damping constant.

field is proportional to +a. Figure 11 shows the < M, >
/Mg reversal time as a function of @. The 1/N_ value is
also shown. The < M, >/M; reversal time and the 1/N_
value are almost the same and inversely proportional to
a. Therefore, the 1/N_ value represents the stochastic
magnetization reversal time under thermal agitation.
Many calculations are needed to find the mean value
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in a micromagnetic simulation. However, in our
stochastic calculation, the mean value can be found with
one simple calculation of the N, values, and therefore,
the calculation time is short.

Overall, although the N, value becomes small as
shown in Fig. 4, a small a value is disadvantageous to
writing as shown in Fig. 3 since the 1/N_ time becomes
long.

4. Conclusions

We examined the influence of the damping constant «
on writability in 4 Tbpsi shingled heated-dot magnetic
recording, using our stochastic calculation. We
confirmed the result of this calculation by employing a
micromagnetic simulation.

The bit error rate was calculated and the result was
analyzed using the mean magnetization reversal
numbers per unit time N, and N_ for magnetization
reversal in the opposite direction to the recording
direction and in the recording direction, respectively.
The writing improved as the N, and N_ values
decreased and increased, respectively. Since the a
value is considered to be smaller than 0.1, the N, and
N_ values decreased as the a value decreased.

The writing time where the N_ value is large is rather
short compared with the field writing time. Therefore,
the magnetization reversal time must be much shorter
than the field writing time to write data. The 1/N_
value represents the stochastic magnetization reversal
time under thermal agitation, and the 1/N_ value is
inversely proportional to a. Although the N, value
becomes small, a small a value is disadvantageous to
writing since the 1/N_ time becomes long. As a result,
when the anisotropy constant is large, the bit error rate
increases as the a value decreases.

The stochastic calculation results are consistent with
those obtained with a micromagnetic simulation.
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Non-destructive readout method for 3D magnetic memory

Heechan Jang!, Feifan Yel, Yoichi Shiotal2, Shutaro Karube!2, Ryusuke Hisatomi!2, and Teruo Ono?!:2
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Recently 3D magnetic memory using artificial ferromagnets has been proposed as a high performance memory
solution. However, the existing method for reading information from this device is destructive. Here, we propose a
novel nondestructive readout method for 3D magnetic memory, leveraging the magnetization dynamics induced by the
spin transfer torque. We show that 16 different identifications in a 4-bit memory are possible by simply reading out
the magnetization dynamics of the topmost bit layer of 3D magnetic memory with a magnetic tunnel junction. This
advancement paves the way for more reliable 3D magnetic memory technologies.

Keywords: domain wall motion memory, non-destructive readout, spin-transfer torque

1. Introduction

Magnetic memory using current-driven magnetic
domain wall (DW) motion!®, such as race-track memory
proposed by IBM?, is expected to be an inexpensive, high-
speed, and large-capacity memory. In addition, there is
no risk of data crash because there are no moving parts
like hard disks. However, there are several issues that
need to be resolved to realize DW memory. The first is
the control of DW position. Precise control of DW position
is indispensable. Otherwise DWs may collide with each
other and disappear, and data may even be lost. The
current method of controlling the DW position is to
fabricate artificial pinning sites in nanowires®1?, but this
method requires complex nanofabrication. The second is
to reduce the DW driving current for low-power devices.
Although many studies have been conducted since the
proposal of the race-track memory, such as the use of
perpendicularly magnetized films®14, DW motion by
spin-orbit torque'®!?, and the use of synthetic
antiferromagnets'®, the compatibility of thermal
stability of DWs and low-current drive is still a major
issue. The third is the DW width. A high-density DW
memory can be realized if the DW width is narrower, but
the DW width is determined by the material parameters
such as the exchange interaction and the magnetic
anisotropy.

As a device that solves these three problems, we have
proposed 3D magnetic memory using artificial
ferromagnets!®. Since the DWs of this artificial
ferromagnet are confined in the DW layer, a high degree
of control over the position of the DW is possible.
Simulations have also confirmed that by adjusting the
material parameters of the bit layer and DW layer, both
high thermal stability and low DW drive current can be
achieved??. Furthermore, by using an artificial
ferromagnet consisting of a bit layer with large magnetic
anisotropy and a DW layer with small magnetic

Corresponding author:
T. Ono (e-mail: ono@scl.kyoto-u.ac.jp).

anisotropy, it is possible to dramatically reduce the DW
width!®. Thus, 3D magnetic memory using artificial
ferromagnets is expected to have high performance, but
the problem is that the reading method is destructive. In
this paper, we propose a nondestructive readout method
for 3D magnetic memory and confirm its feasibility by
simulations.

2. Memory operation scheme

Figure 1(a) shows a schematic illustration of a pillar
composed of bit layers and DW layers of the 3D DW
motion memory. To avoid the magnetization of cells in
DW layer perform as a vortex structure, the shape of the
pillar is set to an ellipse!®. When an electric current is
applied to the heavy metal layer, the polarized spins flow
into the bit layer directly above due to the spin Hall effect,
the magnetization of the bit layer is switched, and a DW
is generated in the DW layer above the bit layer. This is
the bit writing process. Then, by passing a current
through the pillar and DW shifting, the written bit is
shifted to any bit layer in the column. By repeating this
writing and shifting processes, an arbitrary sequence of
information bits can be written into the column. The
readout method in the previously proposed device is as
follows'?. By passing an electric current through the
column and shifting the DWs, the bit information is
sequentially moved upward. The moved bit information
can be read as an electrical signal by the magnetic tunnel
junction (MTJ) at the topmost part. This method is an
efficient method that can read all bit information in the
pillar at once, but it is a destructive readout method in
which all bit information disappears after the readout.

Here, we propose the non-destructive readout method.
Figure 1 (b) shows the bit information recorded in the
pillar. Here, the upward magnetization (+z) of the bit
layer represents bit 1, and the downward magnetization
(—z) represents bit 0. Thus, in this figure, the bit
information (010000) is recorded. To read this
information, a current pulse is injected into the pillar to
excite the magnetization dynamics by the spin transfer
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Fig. 1 (a) Schematic illustration of a pillar composed of bit layers and DW layers of the 3D DW motion memory. (b) -
(e) Operation principle of non-destructive readout method (b), (¢) for bit information of (010000) and (d), (e) for bit

information of (010100).

torque. The amplitude of the pulse current is set to
induce sufficient magnetization oscillations due to the
spin transfer torque, while ensuring that no DW shift
occurs. After the pulse injection, the magnetization of
each layer exhibits oscillation with different frequencies
and amplitudes (Fig. 1(c)). Applying the same operation
on the different bit information, such as (010100) (Fig.
1(d)), should result in the different magnetization
dynamics from that for the bit information (010000).
Therefore, it is feasible to determine the bit information
by comparing different complex magnetization dynamics
induced by the pulse current injection. While detecting
the magnetization dynamics of all layers in the pillar is
technically challenging, the magnetization dynamics of
the topmost bit layer can be measured as a time-
dependent resistance change in the MTJ. Below, we
demonstrate through the simulation that it is possible to
identify the bit information in the pillar by analyzing the
magnetization dynamics of the topmost bit layer.

3. Micromagnetic analysis

Figures 2(a) and 2(b) show the bit information assumed
in the following simulation, corresponding to bit
information  (1000) and  (1011), respectively.
Micromagnetic simulations performed using
mumax3.9.1, a GPU-accelerated simulation program, to
verify the operation of the nondestructive readout
method proposed above??. In the simulation, the pillar is
elliptical shape with a major axis of 20 nm and a minor
axis of 10 nm, and the thicknesses of the bit layer and the
DW layer are 4 nm. The size of the magnetic cells is
defined as a cube of 1 nm X 1 nm X 1 nm. The material
parameters of the bit layer are the saturation
magnetization Mg = 8 X 105 A m'!, the Gilbert damping
constant @ = 0.01, the uniaxial magnetic anisotropy
energy K, =108J m3, and the exchange constant A,y =
10 pd m’. The material parameters of the DW layer are
Mg =8x10°Am™, « =0.01, K, =0J m™?, and Aex =1.2
pd m1.

Figures 2(c) and 2(d) are the time evolutions of the z-

were
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Fig. 2. (a), (b) Schematic illustrations of different bit informations of (1000) and (1011). (c), (d) Time evolutions of the
z-component of the magnetizations (m) in the topmost bit layer after the current pulse injection. (e), (f) Results of the
Fast Fourier Transforms (FFT) of the data in Figs. 2(c) and 2(d), respectively.
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Fig. 3 (a)-(p) FFT results of 16 possible configurations in 4-bit memory. (q) , (r) Magnetization configurations of (1000)

and (0111)

component of the magnetization normalized by M
(M,/Ms) in the topmost bit layer after the current pulse
injection with the current density of 2x101* A m2 and the
pulse length of 0.1 ns, respectively. The easy axis of
magnetization the bit layers are oriented
perpendicular to the plane (z-axis), but due to the
influence of the demagnetizing field, the magnetization
around the pillar edge is slightly tilted towards the in-
plane direction. As a result, oscillations in the z -
component of the magnetization due to the spin-transfer
torque are observed. Figures 2(e) and 2(f) are the results
of the fast Fourier transforms (FFT) of the data in Figs.
2(c) and 2(d), respectively. The results show that it is
possible to distinguish the different bit information
(1000) and (1011) only by detecting the time evolution of
the magnetization of the top layer.

in

Now we show all 16 possible results in 4-bit memory.
Figure 3 shows the FFT results. As shown in Figs. 3(a)-
3(h), we can easily distinguish the bit information (1111),
(1110), (1101), (1011), (1010), (1001), (1100), and (1000).
However, the FFT results of Figs. 3()-3(p) are very
similar to those of Figs. 3(a)-3(h). This is because they
have an anti-symmetric magnetization configuration to
each other. The magnetization configurations of (1000)
and (0111) are shown in Figs. 3(q) and 3(r) as an example.
They should show the same magnetization dynamics.
However, this degeneracy can be resolved by considering
the phase of the magnetization oscillation or the offset
resistance measured by the MTdJ, as explained below.

Figure 4 presents the expected outputs inferred from
the change in topmost magnetization from the MTJ for
(1000) and (0111). The direction of the top bit layer
magnetization of (1000) is parallel to the fixed layer
magnetization of the MTJ, while that of (0111) is
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antiparallel to the fixed layer magnetization of MTJ, as
shown in Figs. 3(q) and 3(r). Therefore, as shown in Fig.
4, the output for (0111) oscillates around the high
resistance Rhigh, while that for (1000) oscillates around
the low resistance Riow, leading to distinction between
(1000) and (0111). Noted that, in addition to the
difference in the baseline of the resistance, as shown in
Fig. 4, the phase of the oscillation between (1000) and
(0111) is reversed, which also distinguishes the two
states.

4. Conclusion

We proposed the novel scheme for the non-destructive
readout method in 3D magnetic DW memory and
demonstrated the feasibility of the method by
micromagnetic simulations. Here we have shown that 16
different identifications in 4-bit memory are possible. In
principle, the proposed method can be used to read
information from memory with more bits. As the number
of bits increases, it is expected to become more difficult to
identify bit information. In addition, it is necessary to

Rhigh ‘ VARAARS ASaaaas
Rlow MNAAAAAAAAA
1 | | 1
0 1 2 3 4 5

Fig 4. Time evolution of the tunneling magnetoresistance
for the bit information of (1000) [red] and (0111) [bluel.
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consider the interaction with neighboring elements in
actual memory. Discussion of these issues requires large-
scale calculations and is a topic for future work. The
readout method proposed in this paper would require a
different detection circuit than conventional memories.
The evaluation of device performance, including the
detection circuitry, is a future issue.
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Spin wave nonreciprocity due to asymmetry of propagation length
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Nonreciprocity of spin waves, which means the difference in amplitude depending on the direction of propagation,
provides functionality to spin wave-based devices. One of the known origins of spin wave nonreciprocity is the
asymmetry of the excitation efficiency due to the asymmetry of the out-of-plane microwave magnetic field generated
by an antenna. We investigate the magnetic field angle dependence of spin wave nonreciprocity. We find that this
nonreciprocity is due to the asymmetry of the propagation length in addition to the asymmetry of the excitation

efficiency.

Keywords: nonreciprocity, spin wave, magneto-optical imaging, magnetic thin film, propagation length, dissipation

1. Introduction

Spin waves in a magnetic thin film on a substrate are
expected to be next-generation information carriers
because they can transmit information with low power
consumption without charge transfer. Furthermore, spin
waves have nonreciprocity, meaning their behavior
depends on the propagation direction. Understanding the
nonreciprocity of spin waves is directly linked to
constructing magnonic logic circuits V4.

In a magnetic thin film thinner enough than the
wavelength, a microstrip antenna's spin wave excitation
efficiency depends on the propagation direction due to
the asymmetry of the out-of-plane microwave magnetic
field, creating the amplitude nonreciprocity. The effect is
theoretically suggested to depend on the relative angle
between the direction of the propagation and the
magnetic field.
nonreciprocity when the relative angles are 90 degrees
and 0 degrees, finding that the behavior was consistent
with the theoretical suggestions 56,

In this study, we investigate the nonreciprocity at
intermediate angles and find that it reaches a local
maximum at two specific angle regions. The above
mechanism cannot explain all of this angle dependence,
implying that
nonreciprocity. By optical imaging of the spin waves, we

Previous researches investigated

another mechanism causes the

find that the spin wave propagation length is asymmetric.

Our results suggest that the nonreciprocity of the spin
waves is characterized by both the asymmetry of the
excitation efficiency and the propagation length.

2. Experiments and Results

2.1 Device preparation

Figure 1(a) shows a schematic illustration of the device
and the electrical transmission measurement system. We
first deposit 100 pm X 100 pm-sized CoFeB (50) and Ta
(2) on a thermally oxidized Si substrate using magnetron

Corresponding author: H. Komiyama

(e-mail: komiyama.haruka.64v@st.kyoto-u.ac.jp).

sputtering. The numbers in parentheses indicate the
thicknesses of the films, and the unit is nm. After that,
we deposit SiO2 (60) as an insulating layer and then
deposit two 0.5 pum -wide,
antennas for exciting and detecting spin waves. The
antennas are made of Ti (5)/ Cu (150)/ Au (20) and are
10 pm apart.

130 um -long microstrip

2.2 Electrical measurements

To investigate the nonreciprocity of spin waves
between the two antennas, we obtain the transmission
coefficients S;, and S,
analyzer (VNA) under the conditions shown in Fig. 1(a)
where an in-plane magnetic field Hpc is applied in the
direction of the angle 6 from the x-axis. To avoid
additional dissipation due to the nonlinearity of the spin
waves, we set the microwave power input from the VNA
to the antenna to —5 dBm. The frequency range for the
transmission measurements is set to 3 to 20 GHz in
11.5 MHz steps, and the IF bandwidth is set to 10 kHz.
The in-plane magnetic field puoHpc is set in the range
from 200 mT to 0 mT in 10 mT steps, and the magnetic

using a vector network

field angle 6 is set in the range from 0 to 90 degrees in
5 degrees steps. Here, p, is the vacuum permeability.
The obtained transmission spectrum is usually a
superposition of the electromagnetic wave signal (i.e.,
cross-talk) and the propagating spin wave signal. To
remove the cross-talk signal, we use the spectrum at
250 mT as a reference, which contains only the cross-talk
because the resonance frequencies of the spin waves
excited by the antenna are outside the measurement
frequency range. We obtain the spectrum of the spin
waves by subtracting the reference spectrum from all the
spectra at each magnetic field angle 6.

Figure 1(b) shows the amplitude of the spin wave
transmission spectrum measured at 8 = 90 degrees and
UoHpc = 50 mT, for example. The gray dotted and solid
lines represent the frequencies of spin waves with

1

wavenumbers of 0 and 1pum™!, respectively, calculated
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Fig. 1 (a) Experimental setup and device for observing
nonreciprocity of spin waves by electrical transmission
measurements. (b) Microwave transmission spectra under
external magnetic field pyHpc = 50 mT and angle 6 =
90 degrees. Inset shows FFT intensity I of antenna.
(c)(d) Color maps of nonreciprocity of spin waves from (c)
experiment k, and (d) theoretical model k.

from the known dispersion relation of the spin waves 7.

The result in Fig. 1(b) reflects the fact that the antenna
of this device can efficiently excite and detect the spin
waves with the wavenumbers from 0 to 1um™, as
predicted from the Fourier transform of the antenna
shape shown in the inset of Fig. 1(b). Furthermore, the
difference in the transmission amplitudes of |S,;| and
|Si2] represents nonreciprocity. We confirm that the
transmission signal of the spin waves with the

1 is dominant under

wavenumbers from 0 to 1um~
other magnetic field conditions.
To discuss the magnetic field angle 6 and magnitude
Hpc dependences of the nonreciprocity, we define the
nonreciprocity evaluated from the experiment as

|k|=1pm~1 |k|=1pm~1
Ke(gr HDC) = Zzzgudzo)um )|521| /Zzzglklzo)um )|512| Hel‘e,

we take the sum of the transmission amplitude in the
frequency range of the spin waves with the wavenumbers
k] of 0 to 1um= for each § and Hpc. Figure 1(c)
shows the nonreciprocity k, as a function of the
magnetic field magnitude pyHpc and angle 8. We omit
the data below pyHpc = 20 mT, where the magnetic thin
film's magnetic structure is multi-domain. Figure 1(c)
shows the two-angle region where the nonreciprocity
reaches the local maximum at each magnetic field

magnitude: and 30 to

60 degrees.

around 10 to 20 degrees

To study the origin of the nonreciprocity in the
experiment, we calculate the nonreciprocity x; derived
from the asymmetries of spin wave excitation efficiency
by the antenna depending on the propagation direction,
which is demonstrated in the previous studies >, and
compare it with Fig. 1(c). Based on the previous studies,
the theoretical model k,(6, Hpc) can be written as

16,4
(0 Hoo) = 37,

wg(lk|=1pm™1)
z:wa.(|k|:0)

wq(lk|=1 pm=1)
Zwa(|k|=0)

where wy =yuoM; and wy =yuoHpc. Here, y = 2m X
30 GHz/T and puoMs =1.6 T are the gyromagnetic ratio
and saturation magnetization of CoFeB, respectively. w,

Wy wesing + {w? — w?}

€y

)
Wy Wesing — {w? — wh}

is the resonance frequency of the spin waves 7 with the
wavenumber k in the given 6 and Hpc. The first and
second terms in the numerator and denominator of Eq.
(1) represent the excitation efficiency of the spin waves
excited by the in-plane and out-of-plane microwave
magnetic fields applied from the antenna, respectively.
The signs between the first and second terms, positive
and negative in the numerator and denominator,
respectively, represent the difference in the sum of the
spin wave excitation efficiency. Note that the sinf in the
first terms mean that the in-plane microwave magnetic
field component perpendicular to the equilibrium
magnetization contributes to the spin wave excitation.

Figure 1(d) is the magnetic field magnitude and angle
dependences of nonreciprocity k, calculated using Eq. (1).
The calculation uses parameter steps of 10mT for
UoHpc and 0.1 degrees for 6. By comparing Figs. 1(c) and
1(d), we find that the model agrees well with the local
maximum of nonreciprocity in the low-angle region,
around 10 to 20 degrees. However, the model does not
explain the other local maximum in the high-angle region,
around 30 to 60 degrees, in Fig. 1(c). The result suggests
the existence of another origin of the spin wave
nonreciprocity.

Generally, the amplitude of a locally excited wave at a
distance |x| from the excitation source can be expressed
as Ae /2 where A and 1 are an amplitude at the
excitation source and a propagation length, respectively.
Hence, the properties of the amplitude A and the
propagation length A of the waves propagating in
opposite directions determine the wave nonreciprocity.
For the spin waves, the existing model k, in Eq. (1) only
considers the asymmetry of the amplitude at the
excitation source A. We hypothesize that the asymmetry
of the propagation length is the origin of the local
maximum of the nonreciprocity k., in the angle region,
around 30 to 60 degrees.

The summarized

above discussion can be

14 Journal of the Magnetics Society of Japan Vol.49, No.1, 2025



(@) Microwave

= +k _ e (-5
g 20 < f = GpeTem
;’10 = |
0
30 45 60 75 90 ¢ 30 45 60 75 90
¢ (degrees) 9 (degrees)

(e) 10_ Ry T T T ]
- F T ——ie ]
' - 'l 1 - K
gsb 4\ -
i f ]
L . -

1
O 1 1 1 1 1 1

45

0 (degrees)
Fig. 2 (a) Optical measurement setup including
microscope image of device. (b) Distance |x| dependence
of sum of transmission coefficient amplitudes at 8 = 90
degrees, 50 mT. Solid black lines are fitting curves. (c)
Angle 6 dependence of amplitude Ay, and propagation
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(e) Angle 6 dependence of nonreciprocity k., k., and k'
at 50 mT.

mathematically as follows. The amplitude at the
excitation source and the propagation length of the spin
waves propagating in the +k directions are represented
by Ay, and A4y, respectively. The nonreciprocity '
resulting from the asymmetries of the amplitude and the
propagation length can be described by

_xl _lxl

,_Age Mk Ay e
e S LN . @)

BE Y W £ 1

A_pe Ak e Ak

It is expressed as the product of the ratio Ry = A, /A_x
and the ratio R, = e"¥l/4+k/e=1¥l/2-k The Kk, in Eq. (1)
only considers the asymmetry of the excitation efficiency
of the antenna and is equal to the Ry.

2.8 Magneto-Optical Kerr effect spectroscopy

To validate our above hypothesis, we investigate Ry,
R;, and k' using optical imaging with the heterodyne-
magneto-optical Kerr effect (MOKE) technique .

Figure 2(a) shows the schematic illustration of the optical

measurement setup. An in-plane external magnetic field
Hpc is applied in the direction of the angle 6 from the
x-axis. As in the electrical transmission measurements,
the spin waves are excited by applying microwaves to the
microstrip antenna connected to Port 1 of the VNA, and
the excited spin wave propagates in the +k directions,
which correspond to the +x directions, respectively.
From the z-direction, a linearly polarized laser beam
with a wavelength of 660 nm is input and focused on the
surface of the thin magnetic film where the spin waves
are excited. The optical spot diameter is about 2 pm. The
polarization of the light reflected from the thin film
surface, where the spin waves exist, rotates at the spin
wave frequency due to the polar Kerr effect. This
dynamic rotation is converted into dynamic intensity
modulation by passing through a half-wave plate and a
polarizing beam splitter, which is electrically detected at
Port 2 of the VNA via a photodiode.

The transmission coefficient S,; 4, is obtained at each
optical spot position x for the spin waves in the +k
directions. The antenna position is x = 0, as shown in
Fig. 2(a). The output power from the VNA is set to
—5dBm, the frequency range is 8.5 to 18GHz in
11.5 MHz steps, and the IF bandwidth is set to 100 Hz.
We use the device shown in Fig. 2(a) for optical imaging
measurements, which has a different antenna separation
distance of 25um from the device for the electrical
transmission measurements shown in Fig. 1(a). All other
designs are the same. The reason for increasing the
antenna separation distance is to suppress the effect of
the spin waves propagating in the —k direction being
reflected by the other antenna.

Figure 2(b) shows the distance |x| dependence of the

sum of the transmission coefficient amplitude
Zz"glilzé)’lm_l) |S;14x]  under 6 =90degrees  and

UoHpc = 50 mT. The black lines show the fitting results
using Aike_xmik. The red and blue plots in the upper
and lower panels of Fig. 2(c) show the magnetic field
angle dependence of the fitting parameters: the
amplitude A,, and propagation length A.,. Note that
the results for angles of less than 30 degrees are not
obtained because preliminary experiments confirm that
the spin wave excitation efficiency is low and the signal-
to-noise ratio of the optical measurement is low. Figure
2(d) shows the angular dependence of the ratio R, =

AL /A_, and R; = exp (— %) / exp (— 12_“:1), obtained

from the amplitude and propagation length obtained by
the fitting. We use |x| =10pum for R; calculation to
study spin wave propagation in the device with a 10 um
distance between the antennas, which is used in the
electrical measurement. The upper panel of Fig. 2(d)
shows that R, and the theoretical value k, agree
quantitatively. From the lower panel, R; is not always 1,
increasing at 6 = 30 degrees. These results indicate
that the propagation length is not symmetrical. As Fig.
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2(e) shows, the angular dependence of the nonreciprocity
K, from the electrical measurement is not reproduced by
the theoretical value k., represented as white lines in
Figs. 1(c) and 1(d), respectively. However, the angular
dependence of k' =R, X R;, including the propagation
length asymmetry, is consistent with that of k, above
30 degrees The that the
nonreciprocity k, around 30degrees is due to the

results demonstrate
asymmetry of the propagation length. For the origin of
the nonreciprocity, it is essential to consider the
contributions of both the asymmetries of the excitation
efficiency and the propagation length.

Possible mechanisms of the asymmetry of the spin
wave propagation length are the following: the
asymmetry of the dissipation of the spin wave energy to
other physical systems due to the spin pumping 'V or

12-19 and the asymmetry of

the phonon-magnon coupling
the dispersion relation due to the Dzyaloshinskii-Moriya
interaction (DMI) 919, Further investigation is required
to discuss the relationship between our results and these
effects.

Comparing k' and k, at magnetic field angles of less
than 30 degrees is important for discussing the origin of
the observed nonreciprocity in more detail. For this
purpose, the future outlook is to improve the signal-to-
noise ratio of optical measurements by making spin wave
excitation antennas more efficient and enhancing optical
signals.

3. Conclusion

In this study, we investigate the angular dependence
of the nonreciprocity of the spin wave in the magnetic
thin film using electrical transmission measurements.
We find that the existence of nonreciprocity that cannot
be explained by the previously known asymmetry of the
spin wave excitation efficiency. By performing optical
imaging, we confirm that the nonreciprocity is due to the
direction-dependent spin wave propagation length.
Results obtained in this study will be helpful for future
research on information transport devices using spin
waves.
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Generation of phonons with out-of-plane angular momentum
by superposition of longitudinal surface acoustic phonons
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Circularly polarized phonons carry angular momentum, and surface acoustic waves (SAWs) offer an ideal platform
for manipulating the electron spins in magnetic thin films. However, achieving phonons with out-of-plane angular
momentum using easily controllable SAWs has been challenging. In this study, we demonstrate a device that
superposes two longitudinal leaky SAWs (LL-SAWs) to generate spatially distributed out-of-plane angular momentum
in surface acoustic phonons. By using an optical imaging setup, we measure the surface tilt associated with LI-SAWs
and confirm the interference pattern resulting from their superposition. This approach to generating phonon angular
momentum through superposition enables the creation of spatially distributed phonon angular momentum with easily
switchable polarization, opening new avenues for phonon-based applications in spintronics.

Keywords: phonon angular momentum, phonon device, surface acoustic wave, optical imaging, superposition

1. Introduction

Phonons possess two types of angular momentum: one
arises from the rotation of lattice points, and the other
from the vortex of the displacement field. Recent
experimental studies have demonstrated that these
angular momenta can be transferred to electron spins in
thin films on substrate surfaces. These couplings are a
current focus in spintronics and phononics!®.

Rayleigh-type surface acoustic waves (SAWs), which
are commonly used in the previous studies, are typical
phonon modes accompanied by the two types of angular
momentum. The angular momentum direction of
Rayleigh-type SAWs is perpendicular to both their wave
vector and in the surface plane, resulting in the angular
momenta with only in-plane components.

To advance the understanding of angular momentum
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Fig. 1 (a) Conceptual schematic of rotational motion of lattice
in superposition section of orthogonally propagating
longitudinal leaky SAWs (LL-SAWs). (b) Spatial distribution
of z component of angular momentum L originating from
lattice rotation.
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transfer between phonons and electron spins, we aim to
develop a new type of phonon device where the phonon
angular momentum is perpendicular to the surface. This
out-of-plane angular momentum can align electron spins
in previously unattainable directions. As illustrated in
Fig. 1(a), we superimpose two orthogonally propagating
pseudo-longitudinal SAWs, known as longitudinal leaky
SAWs (LL-SAWs)59), to realize a phonon system where
the lattice points move in a perfect circle within the
surface. In the region where the two LL-SAWSs overlap,
the lattice rotation alternates in opposite directions with
respect to the x-axis, and the z component of angular
momentum L = u X &t calculated from the displacement
vector u exhibits a stripe-shaped distribution of positive
and negative values, as shown in Fig. 1(b).

In this letter, we first investigate the feasibility of
orthogonal propagation of LL-SAWs using COMSOL
Based on the simulation results, we
fabricate a device and evaluate it with electrical
measurements. Finally, we visualize the SAW mode
using optical imaging. The results confirm that the
device functions as expected.

simulations.

2. Simulation

We perform finite element method simulations using
COMSOL to clarify the existence of longitudinal surface
acoustic phonons that can be excited by an interdigital
transducer (IDT) and propagate orthogonally to each
other. These phonons are necessary to generate circular
motion of lattice points in the plane. We select a 36°-Y cut
LiTaOs single crystal, a piezoelectric crystal commonly
used in phonon research3?. The crystal structure on the
cut surface of this substrate has symmetry about the
crystal's X-axis, and this symmetry governs the phonon
characteristics. Focusing on the symmetry of axes
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magnitude.

inclined at +45° and +135° relative to the X-axis, we
discovered that LL-SAWs can be effectively excited in
these orientations.

Figure 2(a) presents the simulation results. We define
the axis inclined by 45° from the X-axis as the X'-
axis. The in-plane and out-of-plane directions orthogonal
to X'-axis are designated as Y'- and Z'-axis, respectively.
An IDT designed to excite a SAW with a wavelength of
40 pm is placed on the left side of the device. The plot
illustrates the displacement amplitude in each axis
direction when a radio frequency (rf) voltage of 153 MHz
at 0 dBm power is applied to the IDT.

The result reveals that the displacement amplitude in
the X'-direction, indicating the longitudinal component,
is predominant. This confirms the presence of a pseudo-
longitudinal surface acoustic phonon. The second largest
displacement observed in the Z'-direction enables the
detection of this phonon using optical imaging
techniques®, as this component creates surface waving.
Since this mode propagates from the IDT and penetrates
the bulk, it is referred to as a longitudinal leaky surface

18

acoustic wave (LL-SAW).

3. Experiment

3.1 Device fabrication and characterization

Based on the results of the COMSOL simulation, we
fabricate two types of devices. Figures 2(b) and 2(d) show
microscope images of these SAW devices. These SAW
devices consist of four IDTs formed with Ti (5 nm) and
Au (80 nm) films on a 36°-Y cut LiTaOs substrate and a
single pad made of the same films for optical imaging.
Both devices are symmetrically arranged relative to the
crystal's X-axis. The opposing IDT pair is designed to
efficiently excite and detect SAWs with a wavelength of
40 pm. The comb width and line spacing are both 10 um,
and the number of combs is 15 pairs for all IDTs in both
devices. Device 1, shown in Fig. 2(b), is used for the
electrical evaluation of LL-SAWSs, with each IDT's signal
lines electrically isolated. In Device 2, depicted in Fig.
2(d), the signal lines of two IDTs are shorted to
simultaneously excite orthogonally propagating LL-
SAWs at the same power, allowing for optical evaluation
of their intersection. In both devices, the central pad
region is where the two waves overlap.

First, we electrically characterize the propagating
SAWs in Device 1, shown in Fig. 2(b). Figure 2(c) displays
the rf transmission spectrum [S4;| (|Ss;]) from Port 1 (2)
to Port 4 (3) using a vector network analyzer (VNA). The
broad peak around 153 MHz indicates that LL-SAWs
with a wavelength of 40 pm and a frequency of 153 MHz
are propagating, aligning with the COMSOL simulation
results. The matching of spectra |S,;| and |S5,| confirms
that the SAW modes of Device 1 are mirror-symmetric to
the crystal's X-axis.

3.2 Optical measurement

We then employ an optical imaging method®1? to
diagnose the superposition state of the two LL-SAWs. In
Device 2, light incident perpendicularly is reflected from
the surface of the device. By considering the surface as a
dynamically tilting mirror, the path of the reflected light
is modulated by the slight surface tilt due to the vertical
surface displacement u; shown in Fig. 2(a). Observing
this optical path modulation with spatial resolution
enables the visualization of the superposition of the LL-
SAW modes.

The optical setup is almost identical to that in the
reference!®, except that the light is incident
perpendicularly and the axis for measuring optical path
modulation is aligned with the x-axis shown in Fig. 2(d).
In this setup, we use a VNA to excite LL-SAWs
propagating orthogonally by applying an rf voltage of 153
MHz with a power of 10 dBm to Port 1 shown in Fig. 2(d).

The optical path modulation induced by the surface
tilt du,/dx is converted into optical intensity modulation,
which the photodetector then converts into an electrical
signal. This signal coherently captures the dynamical
surface tilt du,/dx and is fed back into Port 2 of the VNA
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Fig. 3 (a) Two-dimensional (2D) image of magnitude of spatially
resolved optical path modulation signal. (b) 2D image of phase of
spatially resolved optical path modulation signal. Phase is
wrapped. (c) Calculated distribution of normalized magnitude of
optical path modulation signal. (d) Calculated distribution of
phase of optical path modulation signal. (e) Cross section of
magnitude at x = 0, indicated by white dotted line in (a). In left
panel, experimental data (black dots) is shown with corresponding
fitting (magenta line). Right panel shows magnitude of each
contribution, from forward wave (red), backward wave (green)
and coherent noise (blue), extracted from fitting. (f) Cross section
of phase at x = 0, indicated by white dotted line in (b). Layout is
identical to (e).

to obtain magnitude and phase information. Since the
optical spot size of 5 pm is small compared to the SAW
wavelength of 40 pm, it is possible to observe the
magnitude and phase of the local surface tilt du,/dx.
Figure 2(e) shows the magnitude spectrum of the optical
path modulation when the optical spot is centered on the
single metal pad shown in Fig. 2(d). The |S°pt| spectrum
reveals a magnitude peak of around 153 MHz, matching
the rf transmission spectra in Fig. 2(c). This
correspondence indicates that the rf signal is converted
into an optical path modulation signal via the LL-SAWs.

By scanning the optical spot position on the surface,
we obtain the spatial distributions of the magnitude and
phase of the surface tilt du,/dx associated with the LL-
SAWs in Device 2. We perform a two-dimensional (2D)
imaging of the optical path modulation signal around the
single metal pad. Figures 3(a) and 3(b) show the
magnitude and phase of the optical path modulation
signal, respectively, measured by scanning the spot
position of every 2 um in both the x and y directions.
First, we compare these mappings with theoretical
calculations. Assuming here that the displacement uy,
propagates in the form of a plane wave, displacement uy,
at the position of 7= (x,y)T, caused by a SAW
propagating  with a  wave  vector k() =
(ko cos 8,k sin 8)7T, can be expressed by the equation

uz(r' t,0, ¢) — uoei(k(e)-r—mtﬂp)‘ (1)
where u; is the displacement amplitude and ¢ is the
initial phase. Then the optical path modulation signal
can be represented in its complex form as

a(r,t,0,p) = a(r,0,p)e it )
using the proportional relation  a(r,t,0,¢)
du,(r,t,0,¢)/0x. Considering the superposition of SAWs
with 6; = —45° and 6, = —135° the calculated optical
path modulation induced by the dynamical surface tilt
du,/0x is given by
Atorward (M) = a(r,01,¢1) + a(r,6,,¢;) . 3)
We can model S,; parameter of the optical measurement
from this complex signal. Figures 3(c) and 3(d) show the
normalized magnitude and phase calculated from Eq. (3).
A notable feature here is that the magnitude represents
a stripe pattern, while the phase represents a lattice
pattern. Comparing the experimental and calculated
mappings reveals that both exhibit a lattice pattern in
the phase, indicating successful superposition of
orthogonally propagating LL-SAWs. the
magnitude unexpectedly forms a lattice pattern instead
of the anticipated stripe pattern predicted by the
calculation. This discrepancy suggests that the result
cannot be explained solely by the superposition of
traveling waves.

However,

To understand the discrepancy between experimental
and calculated mappings, we examine the cross section of
the 2D maps at x = 0, represented by the black dots in
the left panels of Figures 3(e) and 3(f). The key to
understanding the behavior of the magnitude is the
oscillation period V21~ 56 pm observed in the cross
section. The magnitude oscillation can arise from two
types of interference. The first involves interference
between the forward wave signal and the backward wave
reflected by the opposing IDT expressed as

Apackward (1) = Rretla(r, 03, ¢3) + a(r, 64, ¢4)],
where 6; = 135°,
constant,

(4
6, =45° and R, is a reflectivity
respectively. This interference creates a
standing component of the SAW with an oscillating
period of V21/2 ~28pum. The mismatch between the
oscillation period in the experimental result and the
calculated one from the standing wave indicates that this
interference alone cannot explain the observed oscillation
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period.

Next, we consider the coherent noise introduced by
crosstalk of the rf signal, which has a phase independent
of position written as

Anoise = Ane'®n. (5)
The interference between the forward wave signal and
this fixed-phase coherent noise results in an oscillating
magnitude with a period of V21 ~ 56 um, as observed in
the experiment. We model the ngt signal from the sum
of these three contributions and fit to the experimental
data, represented by the magenta line in the left panels
of Figs. 3(e) and 3(f). From this fitting, the magnitude and
phase of the contributions from the forward wave (red),
the reflected wave (green), and the coherent noise (blue)
can each be determined, as shown in the right panels of
Figs. 3(e) and 3(f). The magnitude ratio clearly
demonstrates that the experimental data predominantly
reflects the interference between the forward wave and
the coherent noise.

To further reproduce the oscillations of the calculated
magnitude in x-direction, as seen in Fig. 3(c), the same
fitting procedure is performed on the one-dimensional
magnitude data from y = —60pum to y = 60 um, while
varying the cross section line from x = —100 um to x =
—100 um . Figure 4 shows the dependence of fitted
magnitude |Sy} ‘| from the forward wave on the position x.
The experimental data indicated by blue dots and line
closely align with the calculated orange line. The
agreement between experimental and calculated
distribution of magnitude of the signal confirms the
superposition of two orthogonally excited LL-SAWs.

The coherent noise observed in the experimental
results is attributed to the rf signal entering from Port 1
to Port 2 of the VNA independently of the optical
modulation, due to direct electromagnetic coupling. To
eliminate this effect experimentally, it is necessary either
to enhance the surface tilt induced by the SAW to a level
where the coherent noise becomes negligible, or to
optimize the wiring configuration. Utilizing a time-
gating technique to remove the direct coupled
electromagnetic signal could also be an effective method.

Additionally, from the fitted wavelength A1 =41.2+
0.1 um, the phase velocity is calculated to be ~ 6300 m/s,
which is indicative of the high-speed characteristic of
longitudinal waves. In comparison, the phase velocity of
the shear horizontal mode excited in the X-axis direction

INDEX

on the same 36°-Y cut substrate, is ~ 4200 m/s?. The high
phase velocity of LL-SAW can contribute to achieving
higher frequencies, including those in the GHz range,
enabling operation at the typical frequencies of
ferromagnetic resonance.

4. Conclusion

We propose a method to generate the angular
momentum of phonon L in out-of-plane direction using
the superposition of LL-SAWs. The COMSOL
simulations reveal that LL-SAW modes on the device can
be evaluated by measuring surface tilt arising from small
out-of-plane displacement. By wusing optical path
modulation imaging, we visualize this out-of-plane
displacement induced by the superposition of LL-SAWs.
The results confirm that longitudinal displacement is
also superposed, resulting in the generation of out-of-
plane angular momentum.
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To realize a highly efficient power converter, it is very important to reduce the energy loss of passive magnetic
components such as transformers and inductors in the high frequency region. Core loss behavior under DC bias
magnetic fields is crucial for characterizing inductor performance. Various core loss behaviors have been reported so
far, that is, the iron loss of some cores decreases with the DC bias fields while that of the others increases. These
various core loss behaviors under DC bias fields have not been fully elucidated. In this study, the parameters for core
loss behaviors under DC bias fields were investigated through the feature extraction of B-H curves of various soft
magnetic cores with different materials and different permeabilities. Principal component analysis revealed that the
slope and curvature of B-H curves are major components that are strongly correlated with core loss. Changes in the
slope and curvature were found to positively and negatively contribute to core loss, respectively. Therefore, the
various core loss behaviors under DC bias fields are understood to be a consequence of these two competitive factors.

Keywords: soft magnetic core, iron loss, DC bias, permeability, principal component analysis

1. Introduction

In recent years, the remarkable growth of renewable
energy and electric vehicles has evoked strong demands
for the downsizing and high-efficiency of power
converter systems V®. These demands are driving the
development of next-generation power semiconductor
devices, leading to an increase in the switching
frequency of power converter systems. Consequently,
losses in soft magnetic passive devices, such as
transformers and inductors, have become a major
contributor to the total loss of modern power converter
systems, and their reduction has become a critical issue
712 In power converter systems, such as chopper
circuits, a ripple current is applied to inductors along
with a DC current, corresponding to a minor B H curve
operation under a DC bias field. The core loss behavior
under a DC bias field is crucially important for
characterizing the performance of inductors 132D,
However, various core loss behaviors with DC bias field
have been reported for cores made of different magnetic
materials 22726 For example, the core loss of Sendust
tends to decrease with increasing DC bias field, while
that of ferrite tends to increase with increasing DC bias
field 22. These different core loss behaviors under DC
bias fields have significant impacts on the design of
power converter systems. While they have been
attributed to the material nature, the physical

magnetic core, the magnetization dynamics are reflected
in the shape of the B-H curve under DC biased fields.
The B-H curve shape was reported to change from a
symmetric lenticular to a convex crescent with
increasing the DC bias field 13- 20. 3D Therefore, the
analysis of B-H curve shape under DC bias fields would
be a good measure to understand the various core loss
behaviors of soft magnetic cores. However, there is no
adequate method to characterize the B-H curve shape.
For this issue, principal component analysis (PCA),
which is one of the machine learning techniques 2739,
was applied to characterize the B-H curve shape of
Sendust powder core in our previous work 3V. As a
result, PCA extracted the features of B-H curve shape,
and these features exhibited the clear relationship with
the core loss of Sendust powder core with DC bias field.
In this study, this approach has been applied to the soft

Table 1 Soft magnetic cores of different magnetic materials

. Fe-Si-Al . Fe-Ni-Mo MnZn
Material (Sendust) Fe-Bi (Mo-Permalloy) ferrite
Saturation
magnetization 1.0 1.8 0.75 0.5
poMs (T)
Relative .1r?1t1al 60 2,900
permeability
Outer diameter, 13.0
inner diameter, 42.9, 24.2, 16.3 12.7,7.6, 4.8 3.0 '5’0
height (mm) o

Table 2 Soft magnetic cores of same magnetic material
with different g

mechanism has not been discussed. Slﬁz?:;ln Fo-Ni-Mo (Mo-Permalloy)
Since core loss behavior under DC biased fields is a magnetization 0.75
consequence of the magnetization dynamics of the soft polMs (T)
Relative initial 26 ‘ 60 ‘ 125 ‘ 300 | 550
permeability s
Corresponding author: T. Onuma Outer diameter,
.. . X inner diameter, 12.7, 7.6, 4.8
(e-mail: tomoyuki.onuma.d7@tohoku.ac.jp). height (mm)
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magnetic cores of different materials and permeabilities,
which exhibit various core loss behaviors under DC bias
fields. We successfully demonstrated that the two major
components of B-H curve shape, which correspond the
slope and curvature, exhibit a positive and negative
contributions to the core loss, respectively.
Consequently, the various core loss behaviors with DC
bias field are understood by the contributions of these
two competitive components. This paper consists of
three parts. After the introduction and experiments, the
core loss behaviors of various soft magnetic cores with
different materials are studied. Then the core loss
behaviors of same material with different permeabilities
are discussed. Finally, the contributions of B-H curve
shape components to the core loss are discussed.

2. Experimental

Core loss measurements under DC bias fields were
performed by means of a two-coil method with B-H
analyzer (IWATSU SY-8218) at a fixed peak-to-peak
amplitude of magnetic flux density AB of 40 mT, a fixed
frequency fof 100 kHz, and a varying DC bias field up
to 4 kA/m. A power amplifier IWATSU SY-5002) was
employed to excite the primary coil. A DC bias field was
applied using a tertiary coil of coated copper wire with
0.8 mm in diameter. To protect the DC power source
from the crosstalk of AC signals, choke coils (Murata
1410478C) were inserted in series of 10 between the
tertiary coil and the DC power source, which was
designed to be the total inductance as 100 times larger
than that of tertiary winding. The number of turns of
tertiary winding was adjusted in the range of 12 to 25
turns depending on the core dimensions. The soft
magnetic cores of four different magnetic materials
were investigated, that is, Sendust (Kool Mu®), Fe-Si
(XFlux®), Mo-Permalloy powder cores provided from
Magnetics Inc., and a MnZn ferrite core provided from
TOKIN Corp., as summarized in Table 1. The relative
initial permeability s of the Sendust, Fe-Si, and
Mo-Permalloy powder cores were 60 while that of the
ferrite core was 2,900. Then, the soft magnetic cores of

0.4 '- ° ° hd * * * ° TS ° o—o o 1
e FeSi
= Sendust
0.3r 4 Mo permalloy ]
. v— MnZn ferrite
—~ e - -
& 02t e e Ty "]
E h—A—A A A A A A A Ao A, |
o1l - 006 _
g 0.03 W
B
0.0 b
0'08 0.1 0.2
Hy (kA/m)
70.1 1 1 1 1
0.0 0.6 1.2 1.8 2.4
Hy, (KA/m)

Fig. 1 Core loss Wof Sendust, Fe-Si, Mo-Permalloy, and MnZn
ferrite cores as function of Hg. Inset shows expanded graph of
blue square region.

22

Mo-Permalloy powder cores with different s
summarized in Table 2 were investigated. The values of
1 were cited from data sheets measured at 400 Hz. PCA
for the analysis on B-H curve shape was conducted by
using WAVEBASE 29. 30 The raw B-H curve data
measured by B-H analyzer consisted of 8,192 data
points, and it was reformed into 3,661 data points with
equal spacing of magnetic flux density B using linear
interpolation for the PCA analysis. Since the upper and
lower branches of B-H curve exhibit similar PCA results,
the upper branch B-H curve data are representatively
discussed in this paper.

as

3. Result and discussion

3.1 Core Loss Behaviors of Various Cores under DC
Bias fields

Figure 1 shows the core loss W per cycle of Sendust,
Fe-Si, Mo-Permalloy, and MnZn ferrite cores shown in
Table 1 as a function of DC bias field As. The maximum
Hg for MnZn ferrite is 0.25 kA/m due to the saturation
of the core. The core loss behaviors of these cores are
quite different. Wof Fe-Si gradually decreases with Hs
while that of Sendust decreases initially and then
slightly increases. W of Mo-Permalloy remains almost
unchanged. On the other hand, W of MnZn ferrite
significantly increases with Hg. Figures 2(a)-2(d) show
the B-H curves of Sendust, Fe-Si, Mo-Permalloy, and
MnZn ferrite cores, respectively, with different values of
Hg. The change in the B-H curve shape with Hp is very
small for Sendust, Fe-Si, and Mo-Permalloy, as shown
in Figs. 2(a)-2(c). On the other hand, the BH curve
shape of MnZn ferrite changes from narrow lenticular to
convex crescent with increasing Hs, as shown in Fig.
2(d). Moreover, the slope of the B-H curve of MnZn
ferrite decreases significantly. Figure 2(e) shows the
effective permeability ue of these samples with HB. ue of
Sendust, Fe-Si, and Mo-Permalloy gradually decreases
with A while that of MnZn ferrite largely decreases
even for very small Ag. These changes of B-H curves
were analyzed by PCA. Figures 3(a) and 3(b) exhibit the
first and second principal components PC1 and PC2,
respectively. Their contribution rates p are 0.9995 and
0.0004, respectively, indicating that PC1 is the major
contribution to the B-H curve shape, and others are
very little contributions. According to the PC1 and PC2
shown in Figs. 3(a) and 3(b), it is understood that these
components represent the slope and curvature,
respectively. The higher order principal components,
which are not shown here, correspond to the higher
order non-linearities, and their values of p are even
smaller 3. Figure 3(c) plots the component scores of
PC1 and PC2, which are the normalized weight factors
of PC1 and PC2, respectively. The sign of the scores has
no physical meaning in this study because they are
automatically given by the PCA tool. In this case, the
increases in PC1 and PC2 correspond to the increases in
slope and curvature, respectively. The rainbow color bar
represents the value of core loss W0) at zero Hs, and
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Mo-Permalloy, and (d) MnZn ferrite under different Hs. (e)
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the gray scale color bar represents the change in the
normalized core loss WAHp) with respect to W0). As
shown in Fig. 3(c), the results of PCA analysis are
clearly divided into two groups. One consists of the
Sendust, Fe-Si, and Mo-Permalloy cores, which have g
of 60, and the other is the MnZn ferrite with s of 2,900.
The common feature of these two groups is the
reduction of PC1 score with increasing Hs,
corresponding to the reduction of the slope of B-H curve
shape. This feature is well consistent with the reduction
of effective permeability g with increasing Hp, as
shown in Fig. 2(e). In contrast to this common feature,
there are many differences among these two groups and
samples.  Although the Sendust, Fe-Si, and
Mo-Permalloy cores exhibit very little changes in PC2
compared with the MnZn ferrite core, their detailed
behaviors of PC2 are different each other. PC2 of Fe-Si
decreases with Ap whereas that of Sendust core initially
decreases and then increases, and that of Mo-Permalloy
core slightly increases. These PC2 behaviors seem to be
well consistent with the core loss behavior shown in Fig.
1. Moreover, PC2 of MnZn ferrite core largely increases
with Hs, corresponding to the large increase in the core
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and PC2. Numbers in blue represent value of Hp. Rainbow
color bar indicates core loss WA0) at zero Hp, and gray-scale
color bar indicates normalized core loss W(Hp) with respect to
W0). Values of Wmin and Wmax for Sendust, Fe-Si, and
Mo-Permalloy cores are 80% and 120%, respectively, while
Wmax = 500% is for MnZn ferrite core. Only Wmax is defined
for MnZn ferrite core.

loss as also shown in Fig, 1. These results suggest that
both PC1 and PC2 have strong relationships with the
core loss behaviors even though PC2 has very little
contribution to the B-H curve shape.

3.2 Core Loss Behaviors of Mo-Permalloy Cores with
Gradually Different Permeability

In the preceding section, the results of PCA analysis
of B-H curves are divided into two groups with low and
high u of different core materials, as shown in Fig. 3(c).
In this section, we performed the PCA analysis of B-H
curves of the same core material, Mo-Permalloy, with
gradually different s from 26 to 550, as shown in Table
2.

Figure 4 shows the core loss W of Mo-Permalloy cores
with gradually different @ with Hp. W of the sample of
i = 26 decreases with increasing Hp, which is similar
behavior of Fe-Si core as shown in Fig. 1. On the other
hand, Wof the sample of & = 60 initially decreases and
then increases with A, which is similar to that of
Sendust core. For the samples of @ > 125, W tends to
increase with Hs, being similar to that of MnZn ferrite
core. These results strongly indicate that the different
behaviors of W with Hg, which have explained as the
material natures in the past, are attributed to the
different values of . Figures 5(a)-5(c) show the B-H
curves of Mo-Permalloy cores with different s of 26, 125,
and 550, respectively, under various Hs. The B-H curve
shape changes very little with Hp for the sample of x4 =
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Fig. 5 B H curves of Mo-Permalloy cores with (a) z = 26, (b) 1
= 125, and (¢) @ = 550 with various Hp. (d) Effective
permeability g of these cores with gradually different 4 as
function of Hs.

26 whereas it changes largely for the sample of larger z.
Figure 5(d) shows the effective permeability ue of these
samples as a function of Hp. w. for the samples of
smaller x4 tends to be unchanged against Hp whereas it
for the samples of larger u largely decreases with Hs.
The PCA analysis for the B-H curves of Mo-Permalloy
cores with gradually different 4 was performed. Figures
6(a) and 6(b) show PC1 and PC2 of the B-H curves of
Mo-Permalloy cores. As well as Figs. 3(a) and 3(b), they
represent the slope and curvature, respectively. Note
that the polarity of PC1 is different from that of Fig.
3(a) because of the automatic selection of the PCA tool.
The contribution rates p of PC1 and PC2 are 0.9920 and
0.0079, respectively. Figure 6(c) plots the component
scores of PC1 and PC2, respectively. as well as Fig. 3(c).
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Fig. 6 PCA analysis B-H curves of Mo-Permalloy cores with
gradually different g from 26 to 550. Principal components (a)
PC1 and (b) PC2 of B-H curve shape. (c) Plot of component
scores for PC1 and PC2. Numbers in red and blue represent
values of 4 and Hs, respectively. Rainbow color bar indicates
core loss WA0) at zero Hg, and gray-scale color bar indicates
normalized core loss WAHg) with respect to W(0). Values of
Wmin and Wmax for samples with g = 26, 60, 125, and 300 are
80% and 120%, respectively, while Wmax = 500% is for sample
with # = 550. Only Wmax is defined for sample with s = 550.

The increases in PC1 and PC2 of Fig. 6(c) correspond to
the decrease in slope and increase in the curvature,
respectively. Although the PCA scores shown in Fig. 3(c)
are divided into two groups, the PCA scores shown in
Fig. 6(c) gradually changes with z. Both PC1 and PC2
scores change very little against A for the sample of
smaller i whereas they largely increase for the sample
of larger ui. These results indicate that both the slope
and curvature of B-H curve are important parameters to
understand the behavior of Wagainst As. The impact of
slope and curvature of B-H curve on the core loss will be
discussed in the next section.

3.3 Discussions for Core Loss Behaviors under DC Bias
Fields

To discuss the physical meanings of the changes in
PC1 and PC2 scores against Hp, the relationship
between the minor B-H curves and the major B-H curve
of the core was studied. Figure 7(a) shows the major
B-H curves of Mo-Permalloy cores of @ = 26 and 550,
respectively, which were measured by using BH
analyzer at £ = 100 Hz. The dotted vertical line
represents the applicable upper limit of AB in this study.
The major B-H curve of the sample of 1 = 26 is almost
linear below the applicable A range whereas that of
the sample of 4 = 550 is close to be saturated. The inset
of Fig. 7(a) is the expanded graph of the blue rectangle
region of the major B-H curve of the sample of 4 = 26.
The half width Hy of major B-H curve at each Hp, which
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corresponds to coercivity for As = 0, tends to decrease
with Hg as shown in Fig. 7(b). This is the natural
behavior of a ferromagnet sample when it is close to be
saturated. Figure 7(c) shows the B-H curves (minor
curves) at various Hg points on the major B-H curves, as
shown in Fig. 7(a). As observed in Fig. 6, both the PC1
and PC2 scores increase with HB, corresponding the
reduction in x and the increase in the curvature,
respectively. By comparing with the major B-H curves,
these changes in g and curvature mean that the
operation point of the minor B-H curve approaches to
the saturation of the major B-H curve. In Fig. 7(b), the
coercivity H: of the minor B-H curve of the sample of
= 26 with Hp is also plotted. H: of the minor B-H curve
is much smaller than Hy of the major B-H curve, but
they both decrease with Hg. Thus, the reduction in H: is
the factor to decrease W. On the other hand, the
reduction in g requires the larger excitation field
amplitude AH under the condition of fixed AB for the
core loss measurement. Thus, this factor tends to
increase W. Therefore, the various behaviors of W with
Hp observed in Figs. 1 and 4 would be explained by the
competition between these two conflicting factors on W.
Here, the effect of PC1, that is the slope, to Wis very
clear as the reduction in g. This corresponds to the
positive contribution to W. On the other hand, PC2, that
is the curvature, reflects the degree of approaching to
the saturation. Thus, the little change in PC2 score
observed for the sample of smaller s represents the core
loss measurement far from the condition of saturation.
This means that the reduction in H. which gives the
negative contribution to Wis dominant. In contrast, the
large change in PC2 observed for the sample of larger
represents that the core loss measurement condition is
the saturation, resulting that the positive
contribution to W becomes dominant. To verify the
above discussion, the components of measured core loss

near

were evaluated. The core loss measured by using B-H
analyzer is obtained as VA cos@ with the unit of W,
where V is the effective induced voltage, A is the
effective excitation current, and & is the phase lag
between them. Here, cosf is the measure corresponding
to He. For the core loss measurement under fixed AB
and fixed £ W is proportional to the product of 4 and
cosf. Figures 8 (a) and 8(b) show cosé and A of all the
cores used in this study as a function of Hs. All the cores
exhibit the reduction in cos@ and increase in A with Hj,
indicating both A and the slope of B-H curve decrease
with HB irrespective of the value of . However, the
degrees of reduction in cosé@ and increase in A with Hp
strongly depend on . Figure 8(c) shows R(A)R(cosb),
where R(A) and R(cos®) are the ratios with respect to
those values at zero Hp. Obviously, R(A4) R(cos6) exhibits
the similar behavior of Wshown in Figs. 1 and 4, that is,
R(A)R(cost) decreases with Hp for the samples of
smaller x4 whereas it increases for the samples of larger
4. In fact, linear relationships between R(A) R(cosd) and
W are found for all the cores irrespective of x4 as shown
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Fig. 7 (a) Major B-H curves of Mo-Permalloy cores with u = 26
and 550. Vertical dotted line corresponds to applicable upper
limit of Hg. Inset shows expanded graph of blue rectangular
region of major B-H curve of sample with & = 26. (b) Hy of
major B-H curve and H. of minor B-H curve of sample with z =
26 as function of Hg. (¢) Minor B-H curves at each operation
point on major B-H curves shown in (a).
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Fig. 8 (a) cosd, (b) A4, and (¢) R(A) Rcosd of all cores used in
this study as function of Hg. (d) Relationship between R(A)
R(cos® and core loss W.

in Fig. 8(d).
4. Conclusion

In this study, the core loss behavior under DC bias
fields were investigated through the principal
component analysis of B-H curves of various soft
magnetic powder cores with different materials and
different permeabilities. Different cores exhibit various
core loss behaviors, which were explained as material
nature in the past, exhibited very clear relationship
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among the principal components of the B-H curve. As a
result, these components correspond to the slope and
curvature of B-H curve. Irrespective of the magnetic
materials, the slope of B-H curve decreased with DC
bias field, leading to the positive contribution to the core
loss. On the other hand, the increase in slope
corresponds to the degree of saturation. When the
operation point is far from the saturation, the negative
contribution to the core loss resulting from the
reduction in coercivity with DC bias field becomes
dominant. Therefore, as the consequence of these two
conflicting  positive and negative contributions
determined the various core loss behaviors under the
DC bias field. The important message of this work is the
machine learning method effectively extracts the
features of B-H curve shape which is difficult to be
expressed by conventional manners, and these features
greatly support to understand the various core loss
behaviors under the DC bias field. In the future, the
core loss prediction model instead of widely used
Steinmetz equation will be constructed based on the
feature extraction method.
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