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HHyysstteerreessiiss  MMooddeelliinngg  ffoorr  PPoowweerr  MMaaggnneettiicc  DDeevviicceess  BBaasseedd  oonn  MMaaggnneettiicc  
CCiirrccuuiitt  MMeetthhoodd  

 
Y. Hane 

Graduate School of Engineering, Tohoku Univ., 6-6-11 Aoba Aramaki, Aoba-ku, Sendai 980-8579, Japan 
 

   This paper introduces the latest research achievements on the hysteresis modeling for power magnetic devices 
based on the magnetic circuit method. First, the magnetic circuit model considering the magnetic hysteresis behavior 
is derived. Next, this magnetic circuit model is developed to the reluctance network model, to analyze more complicated 
devices such as an electric motor. Furthermore, this magnetic circuit model is improved to take the dynamic hysteresis 
characteristics including the skin effect into account. Finally, the prediction method of the deteriorated hysteresis 
loops in core material due to machining process is established. 
 
KKeeyy  wwoorrddss:: magnetic circuit method, Landau-Lifshitz-Gilbert (LLG) equation, play model, reluctance network analysis 
(RNA), Cauer circuit 

 
 

11..  IInnttrroodduuccttiioonn  
    

In recent years, quantitative analysis of the iron loss 
taking the magnetic hysteresis behavior into account is 
essential to the development of high-efficiency electric 
machines. In many cases of machine design and analysis 
based on numerical analysis using the finite element 
method (FEM), the iron loss is generally calculated by 
using approximate formulas, such as the Steinmetz’ 
equation, in the post-processing of a main 
electromagnetic field analysis 1)-5). However, their 
calculation accuracies are insufficient when the exciting 
voltage waveform is significantly distorted. To improve 
the calculation accuracy, the parameters in the formulas 
must be identified for each waveform, which is a huge 
practical drawback. Thus, various kinds of high-accuracy 
hysteresis models have been presented so far 6)-8). 
However, most of the general-purpose FEM programs 
neglect the magnetic hysteresis since it generally takes a 
lot of calculation time and computer memory. Therefore, 
it is strongly required to establish a simple and practical 
iron loss calculation method considering the magnetic 
hysteresis. 

To solve the above problem, the magnetic circuit 
method is one of the practical solutions because an 
analytical model is very simple, the calculation accuracy 
is relatively high, and it is easy to combine with an 
electric circuit and a motion equation. Therefore, this 
paper introduces the latest research achievements on the 
hysteresis modeling for electric machines based on the 
magnetic circuit. The Chapter 2 describes the magnetic 
circuit model considering the magnetic hysteresis 
behavior. The Chapter 3 describes that this magnetic 
circuit model is developed to the reluctance network 
model, to analyze more complicated devices such as an 
electric motor. The Chapter 4 describes that the magnetic 
circuit model, presented in the Chapter 2, is improved to 

take the dynamic hysteresis characteristics including the 
skin effect into account. The Chapter 5 describes the 
prediction method of the deteriorated hysteresis loops in 
core material due to machining process.  

 
22..  MMaaggnneettiicc  CCiirrccuuiitt  MMooddeell  CCoonnssiiddeerriinngg  MMaaggnneettiicc  
HHyysstteerreessiiss  BBeehhaavviioorr  bbyy  IInnccoorrppoorraattiinngg  PPllaayy  MMooddeell 

 
In this Chapter, the magnetic circuit model 

considering the magnetic hysteresis behavior by 
incorporating the play model 9), 10), and the derivation 
method of the play model by using the simplified Landau-
Lifshitz-Gilbert (LLG) equation 11)-13), which are the 
bases of the analyses in the following chapters, are 
described.  

 
22..11  BBaassiiss  ooff  mmaaggnneettiicc  cciirrccuuiitt  mmeetthhoodd  

Fig. 1(a) illustrates a ring core with a winding of N 
turns. A cross section, magnetic path length, and 
permeability of a core are Si, li, and , respectively. When 
current i flows in the winding, a relationship between 
magnetomotive force (MMF) Ni and flux  can be 
expressed in the following equation 14): 

, where .i
m m

i

l
Ni R R

S



= =   (1) 

In Eq. (1), letting Ni and  correspond to voltage v and 
current i in an electric circuit, it is understood that the 
same relationship as the Ohm’s low exists between Ni and 
. Accordingly, a ring core in Fig. 1(a) can be expressed 
in the form of a magnetic circuit shown in Fig. 1(b). In 
this figure, Rm, which corresponds to a resistance in an 
electric circuit, is called “reluctance”. 

As mentioned above, there is a high degree of 
similarity between magnetic and electric circuits. 
However, actual magnetic material has the magnetic 
nonlinearity due to the magnetic saturation and 
hysteresis and causes the iron loss due to the magnetic 
hysteresis and eddy current. Therefore, it is necessary to 
derive the magnetic circuit model taking these 
complicated magnetic phenomena into consideration, to  
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     (a) Ring core.       (b) Magnetic circuit. 

FFiigg..  11  Ring core and its magnetic circuit. 
 
obtain more accurate calculation result. 
 
22..22  DDeerriivvaattiioonn  ooff  mmaaggnneettiicc  cciirrccuuiitt  mmooddeell  ccoonnssiiddeerriinngg  
mmaaggnneettiicc  hhyysstteerreessiiss  bbeehhaavviioorr  

The iron loss of soft ferromagnetic material Wi can be 
approximately calculated as the sum of hysteresis loss, 
classical eddy current loss, and anomalous eddy current 
loss, by using the following Bertotti’s equation 2). 

2 2 2 1.5 1.5 ,h m e m a mW A fB A f B A f B= + +    (2) 
where a frequency is f, maximum magnetic flux density 
is Bm, and coefficients are Ah, Ae, and Aa, respectively. Here, 
Fig. 2 shows a schematic diagram of the hysteresis loop 
under ac excitation. The magnetic field H at the operating 
point c in this figure can be represented by the sum of the 
component between a and b determined by the dc 
hysteresis and the component between b and c which 
changes depending on the time derivative of the magnetic 
flux density B. Therefore, a relationship between H and B 
can be obtained as follows: 

0.5

1 2

0.5

1 2

0

,

0

dc

dc

dB dB dB
H

dt dt dt
H

dB dB dB
H

dt dt dt

 

 

+ + 

=

+ − 

  
   


 
   

  (3) 

where the dc field is Hdc, and coefficients are  1 and  2, 
respectively. In Eq. (3), each of the first, second, and third 
terms represents the dc hysteresis, classical eddy current 
loss, and anomalous eddy current loss, respectively. This 
equation can be transformed into a relationship between 
Ni and  as follows: 

0.5

1 2

0.5
.i i

dc i

i i

l ld d
Ni H l

S dt S dt

  
= +    (4) 

Eq. (4) can be expressed as the magnetic circuit model 
shown in Fig. 3. In this model, several kinds of 
representation methods of the dc hysteresis have been 
proposed, such as the look-up-table 15), simplified LLG 
equation 11)-13), and play model 9), 10), while the classical 
and anomalous eddy current losses are simply denoted by 
the inductance element and dependent source of flux, 
respectively.  

Among the above dc hysteresis models, when using 
the look-up-table in the magnetic circuit model, it is 
possible to calculate the hysteresis loops under 
sinusoidal and square voltage excitations, while the 
minor loops cannot be simulated under PWM excitation. 
On the other hand, when using the simplified LLG  

 
FFiigg..  22  A schematic diagram of the hysteresis loop under 
ac excitation. 

 
FFiigg..  33  Magnetic circuit model considering magnetic 
hysteresis behavior. 
 
equation (the principle and simplification process are 
explained in the Section 2.4), although the minor loops 
can be accurately simulated, the calculation time tends 
to be longer because repeat convergence calculation is 
indispensable. On the contrary, it is possible to calculate 
the hysteresis loop with not only high accuracy but also 
high speed by using the play model (the principle is 
explained in the Section 2.3). 

Next, the identification method of parameters  1 and 
 2 is described. Assuming that a flux density waveform is 
sinusoidal, Wi can be obtained from Eq. (3) as follows: 

2 2 1.5
( ) 2 1.51 2

( 0)

21
8.763 ,

B t T
m m

i dcB t
i i i

B B
W H dB f f

Tq q q

  =

=
= + +   (5) 

where a period is T and mass density is qi, respectively. 
Dividing both sides of Eq. (5) by f, the following equation 
is given: 

2 2 1.5
0.51 22

( ) 8.763 .i m m
m

i i

W B B
g B f f

f q q

  
= + +  

  
(6) 

where the constant 8.673 is obtained by numerical 
integration. Here,  1 is given by the following equation 
based on the classical eddy current theory: 

2

1 ,
12

d
 =  

  
(7) 

where conductivity is  and thickness of a steel sheet is 
d, respectively. Then,  2 can be determined by 
approximating the core loss curves of core material by 
using the least squares method based on Eq. (6), as 
shown in Fig. 4. 

i

N

li

Si



Ni Rm
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FFiigg..  44  Measured core loss and its approximate curves of 
a non-oriented silicon steel with a thickness of 0.35 mm. 
  
22..33  PPrriinncciippllee  ooff  ppllaayy  mmooddeell  

Fig. 5(a) illustrates a schematic diagram of the play 
model 9), which is one of phenomenological hysteresis 
models. In this model, each play hysteron pi(x), which has 
different value of width 2 and depends on not only the 
input x but also the past hysteresis as shown in Fig. 5(b), 
is defined as follows: 

0( ) max(min( , ), ) ( 1 ),i ip x p x x i N = + − =   (8) 
where a value of pi(x) in the previous calculation step is 
pi0. Then, a single-valued shape function fi(pi(x)), which 
reflects magnetic properties of arbitrary core material, 
takes each of pi(x), and the output y is obtained by the 
following equation: 

( )
1

( ) ,
N

i i
i

y f p x
=

=    (9) 

Here, the shape function is identified from a large 
number of measured dc hysteresis loops with various 
maximum flux densities. 

The play model can simulate arbitrary hysteresis 
behavior including complicated minor loops under PWM 
excitation. Besides, this model has the advantage of fast 
calculation because no convergence calculation is 
required. However, the acquisition of a lot of measured 
data described above has been a large obstacle in 
practical use.  

To overcome the above problem, the efficient method, 
which obtains the play model from the dc hysteresis loops 
calculated by the simplified LLG equation, was presented 
(the specific procedure is explained in the Section 2.5). In 
this way, only two or three dc hysteresis loops have to be 
measured 10).  
 
22..44  PPrriinncciippllee  aanndd  ssiimmpplliiffiiccaattiioonn  pprroocceessss  ooff  LLLLGG  eeqquuaattiioonn  

Micromagnetics is one of physical models based on the 
LLG equation 16), which can simulate the hysteresis 
behavior and magnetization distribution inside a 
magnetic substance. When an analytical region is divided 
into n elements, the behavior of each magnetization can 
be represented by the following equation: 

_( ) ( ) ( 1 ),i i
i eff i i

d d
i n

dt dt
 = −  +  =

m m
m H m   (10) 

where the normalized magnetization vector in each 
element is mi, the gyromagnetic ratio of electron is  , the 
damping constant is , and the effective field in each  

Input : x

p1(x)

p2(x)

pN(x)

・
・
・

f1(p1(x))

f2(p2(x))

fN(pN(x))

・
・
・

Output : y

Play hysterone Shape function  
(a) Schematic diagram of the play model. 

 
(b) Behavior of the play hysteron. 

FFiigg..  55  Principle of the play model. 
 
element is Heff_i, respectively. Heff_i is given by the 
following equation: 

_ _ _ _ _ ,eff i app i ani i exc i mag i= + + +H H H H H   (11) 
where the applied field is Happ_i, the anisotropy field is 
Hani_i, the exchange field is Hexc_i, and the magnetostatic 
field is Hmag_i (including the demagnetizing field), in each 
element, respectively.  

Though the original LLG equation can express micro 
magnetic phenomena in detail, including the magnetic 
anisotropy, domain wall motion, and interaction between 
magnetizations, the micromagnetics model is too large 
and complicated to be applied to analysis of electric 
machines. To overcome this issue, Ref. 11) presented a 
simplified method for approximately expressing the 
magnetic hysteresis by providing several assumptions. 

The first assumption is that originally multi-domain 
structure in each crystal grain is regarded as single-
domain one, to significantly reduce the number of 
elements and thereby the computer memory. Here, Hexc_i, 
which expresses the domain wall motion, is neglected. On 
the other hand, since the magnetization reversal due to 
the domain wall motion cannot be expressed, each 
magnetization is made easier to rotate by making the 
coefficient representing strength of the anisotropy field 
smaller than the actual physical constant.  

Next, Hmag_i, which expresses the interaction between 
magnetizations, are approximated as the function of the 
average normalized magnetization, which is called “the 
field generated by the magnetoelastic energy”, to shorten 
the calculation time to be practical.  

Furthermore, the magnetoelastic effect, internal 
stress, lattice defect, etc. are approximately considered 
by determining the coefficients of Hani_i and Hela_i so as to 
match the measured hysteresis loop. 

From the above, Heff_i is given by the following 
equation in the simplified method: 
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_ _ _ _ ,eff i app i ani i ela i= + +H H H H   (12) 
where the field generated by the magnetoelastic energy 
in each element is Hela_i. In Eq. (12), Hani_i is given by the 
following equation: 

( )_ 2 2 2 2 2 2
_ 1 2 2 3 3 1 ,

2
ani i

ani i i i i i i i
i

h
a a a a a a


= − + +


 
 
 

H
m

  (13) 

where the coefficient of the anisotropy field is hani_i, and 
direction cosines of magnetization vectors with respect to 
x, y, and z axes (easy axes) of each grain are a1i, a2i, and 
a3i, in each element, respectively. Here, hani_i has a normal 
distribution with the average value of hani and standard 
deviation value of ani, and easy axes of each 
magnetization are randomly distributed. hani and ani are 
determined by the following empirical formulas: 

2.5 ( 0),s

m

ani
M

h H B
B

= =   (14) 

0.25 ,ani anih =   (15) 
where the spontaneous magnetization is Ms. Besides, hani 
is smaller than the actual physical constant as 
mentioned above. On the contrary, Hela_i is given by the 
following equation: 

2

_ 2
1

1
,

n
j

ela i j
ji s

mb
M =


= −



 
 
 

H
m

  (16) 

where the generic term of coefficients of Taylor expansion 
is b2j, and the average normalized magnetization is m , 
respectively. Here, b2j is determined by using the Gauss-
Newton method so that an error between the measured 
and calculated hysteresis loops is the smallest. Fig. 6 
illustrates the relationship between the parameters hani 
and b2j, and a shape of the hysteresis loop. As shown in 
these figures, the coercive force is proportional to hani, and 
the magnetic nonlinearity due to the saturation is 
represented by b2j, which is determined from a shape of 
the rising curve in the first quadrant.  
 
22..55  DDeerriivvaattiioonn  mmeetthhoodd  ooff  ppllaayy  mmooddeell  bbyy  uussiinngg  ssiimmpplliiffiieedd  
LLLLGG  eeqquuaattiioonn  

As described in the Section 2.3, the play model can 
calculate the dc hysteresis loop with high accuracy and 
high speed, though a large number of measured dc 
hysteresis loops with different maximum flux densities 
are required to derive it. On the other hand, as mentioned 
in the Section 2.4, the simplified LLG equation can 
calculate the dc hysteresis loop with arbitrary maximum 
flux density at high accuracy despite relatively long time. 
In view of these advantages and disadvantages of both 
methods, Ref. 10) presented the practical method for 
deriving the play model by using the simplified LLG 
equation, and the magnetic circuit model incorporating 
the obtained play model.  

The specific procedure of the proposed method is 
described below. First, two or three dc hysteresis loops 
are measured, and the parameters of the simplified LLG 
equation are determined. Next, a number of dc hysteresis 
loops with different maximum flux densities are 
calculated by the simplified LLG equation. Table 1 shows 

 
FFiigg..  66  Relationship between parameters of the 
simplified LLG equation and a shape of hysteresis loop. 
 
TTaabbllee  11  Parameters of the simplified LLG equation of a 
non-oriented silicon steel with a thickness of 0.35 mm. 

    
 
the parameters of the simplified LLG equation, which are 
obtained from the measured dc hysteresis loop with Bm = 
1.6 T. Fig. 7(a) shows the comparison of measured and 
calculated dc hysteresis loops. From this figure, it is clear 
that measured and calculated results are in good 
agreement. Fig. 7(b) shows a lot of dc hysteresis loops 
calculated by the simplified LLG equation, which are 
used to obtain the play model instead of measured ones.  
 
22..66  SSiimmuullaattiioonn  rreessuullttss  bbyy  mmaaggnneettiicc  cciirrccuuiitt  mmooddeell  
iinnccoorrppoorraattiinngg  ppllaayy  mmooddeell  

In Ref. 10), the magnetic circuit model incorporating 
the play model was proposed and coupled with an electric 
circuit, as shown in Fig. 8, to calculate the hysteresis 
loops when a ring core is excited by sinusoidal and PWM 
voltage. Fig. 9(a) and (b) show the comparison of 
measured and calculated hysteresis loops under 
sinusoidal voltage excitation, when Bm = 0.4 T, 0.8 T, and 
1.2 T and f = 50 Hz and 300 Hz, respectively. From these 
figures, it can be seen that measured and calculated 
results are in good agreement with various maximum 
flux densities and frequencies. Fig. 10(a) and (b) show the 
comparison of measured and calculated current 
waveform and hysteresis loop under PWM voltage 
excitation. As shown in these figures, the complexly 
distorted current waveform and the hysteresis loop 
including the minor loops are almost accurately 
simulated.  

The above-described magnetic circuit model can 
relatively easily analyze the magnetic hysteresis with 
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high accuracy and high speed. However, this method can 
be applied only for the objects with simple shapes such as 
a ring core, since it is generally difficult to apply the 
magnetic circuit method to analysis of devices with 
complicated structure or flux distribution, including an 
electric motor. Hence, a more detailed model, namely the 
reluctance network analysis (RNA) model, is necessary. 
Therefore, in the Chapter 3, the magnetic circuit model 
incorporating the play model is extended to the RNA, to 
analyze various kinds of electric machines considering 
the iron loss caused by the magnetic hysteresis behavior. 

 
33..  RRNNAA  MMooddeell  CCoonnssiiddeerriinngg  MMaaggnneettiicc  HHyysstteerreessiiss  

BBeehhaavviioorr  bbyy  IInnccoorrppoorraattiinngg  PPllaayy  MMooddeell 
 

The RNA expresses an analytical object by one 
reluctance network. All the reluctances can be 
determined by B-H curve of material and dimensions 17). 
 

 
(a) Measured and calculated dc hysteresis loops of a non-
oriented silicon steel with a thickness of 0.35 mm. 

 
(b) Calculated dc hysteresis loops of a non-oriented 
silicon steel with a thickness of 0.35 mm from Bm = 0.04 T 
to 1.6 T at intervals of 0.04 T. 
FFiigg..  77  Calculated dc hysteresis loops by using the 
simplified LLG equation. 
 

 
FFiigg..  88  Magnetic circuit model incorporating the play 
model. 

 
(a) f = 50 Hz. 

 
(b) f = 300 Hz. 

FFiigg..  99  Calculated hysteresis loops by using the 
magnetic circuit model incorporating the play model 
under sinusoidal voltage excitation. 
 

 
(a) Current waveform. 

 
 

(b) Hysteresis loop. 
FFiigg..  1100  Calculated current waveform and hysteresis 
loop by using the magnetic circuit model incorporating 
the play model under PWM voltage excitation. 
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The RNA has some advantages such as a simple model, 
fast calculation, and easy coupling with an external 
electric circuit and motion equation. In addition, the RNA 
can express flux distribution inside the analytical object. 
Thus, the RNA has been applied to the analyses of 
various kinds of electric machines, including an electric 
motor 18)-20).  

In this Chapter, the basis of the RNA is explained first, 
and then the derivation method of the RNA model 
considering the magnetic hysteresis behavior is 
described. Ref. 21) and Ref. 22) previously proposed the 
RNA models incorporating the Preisach model 23) and 
Loss Surface (LS) model 24), respectively, which are ones 
of phenomenological hysteresis models, and these RNA 
models are applied to the analyses of permanent magnet 
(PM) motors. However, these hysteresis models 
essentially require high computer memory. Moreover, 
neither RNA models are insufficiently validated because 
measured and calculated results have never been 
compared. Therefore, this chapter introduces the RNA 
model incorporating the above-described play model and 
some of its analysis examples 25)-28).  
 
33..11  BBaassiiss  ooff  RRNNAA  

In this section, a conventional method for deriving a 
two-dimensional (2-D) RNA model is described 17), taking 
a cut-core made of a non-oriented silicon steel with a 
thickness of 0.35 mm shown in Fig. 11(a) as an example.  

First, an analytical object, which consists of a core and 
a peripheral air region, is divided into multiple elements, 
as shown in Fig. 11(b). Each divided element is 
represented by a unit magnetic circuit composed of four 
reluctances, as shown in Fig. 11(c).  

Among them, reluctances in a rolling direction are 
determined in consideration of the magnetic nonlinearity 
as follows: 

1 ,m

mH B B = +   (17) 
where coefficients are a1 and am. Also, order m is 
determined by strength of the nonlinearity of the B-H 
curve. From Eq. (17), a relationship between MMF fm and 
flux  in each reluctance can be expressed by the 
following equation: 

11 ,mm
m m

ll
f

S S


 −= + 

 
 

  (18) 

where an average cross-sectional area and magnetic path 
length of each element are S and l, respectively. Therefore, 
the nonlinear reluctance Rm// is given by the following 
equation: 

11
/ / .mm

m m

ll
R

S S


 −= +   (19) 

Next, reluctances perpendicular to a rolling direction 
are needed to be determined in consideration of flux 
passing through nonmagnetic layers between steel 
sheets. In general, the reluctance Rm⊥ is given by the 
following equation using the effective permeability ’: 
 

 
(a) A cut-core used in the examination. 

 
(b) Division of an analytical object. 

 
(c) 2-D unit magnetic circuit. 

FFiigg..  1111  Conventional derivation method of the RNA 
model of a cut-core. 
 

’
.m

l
R

S⊥
=   (20) 

Here, a core is composed of laminated steel sheets with 
the permeability  s and nonmagnetic layers with the 
vacuum permeability 0 at a ratio of df : (1-df), where a 
space factor of a core is df. Hence, ’ is given by the 
following equation: 

0

.
’

11 f f

s

d d

  

−
= +   (21) 

If flux flowing perpendicular to laminated steel sheets is 
so small that the saturation does not occur, s is 
sufficiently larger than 0. Thus, Eq. (21) can be 
approximated as follows: 

0

1

’

1
.fd

 

−
   (22) 

Therefore, Rm⊥ is given by the following equation: 

0

(1 )
.f

m

d l
R

S⊥

−
   (23) 

Moreover, the reluctance Rma in an air region 
surrounding a core is simply given by the following 
equation: 

0

.ma

l
R

S
=   (24) 

Fig. 12 shows an example of the conventional RNA 
model. In this figure, MMF generated by winding current  
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FFiigg..  1122  Conventional RNA model of a cut-core. 
 
is placed in the position where a winding is applied. As 
shown in this figure, the conventional RNA model 
consists of only reluctances and MMF. Hence, the 
magnetic hysteresis behavior is not taken into 
consideration. Therefore, in the Section 3.2, the play 
model described in the Chapter 2 is applied to the RNA 
model.  
 
33..22  RRNNAA  mmooddeell  iinnccoorrppoorraattiinngg  ppllaayy  mmooddeell  

Fig. 13 shows the RNA model incorporating the play 
model 25). In this model, the reluctances in a rolling 
direction, which are conventionally given by Eq. (19), are 
represented by the play model and magnetic circuit 
elements. On the contrary, the reluctances in a 
perpendicular direction and an air region are given by Eq. 
(23) and Eq. (24) in the same way as the conventional 
RNA model, respectively.  

Fig. 14(a) and (b) show the comparison of measured 
and calculated hysteresis loops under sinusoidal voltage 
excitation, when Bm = 0.4 T, 0.8 T, and 1.2 T and f = 50 Hz 
and 300 Hz, respectively. From these figures, it is 
understood that measured and calculated results are in 
good agreement. 

In addition, Fig. 15 indicates the calculated hysteresis 
loop in a certain divided element of the RNA model. As 
shown in this figure, the magnetic hysteresis inside a 
core, which is generally difficult to measure and calculate, 
can be drawn, though its validity should be 
experimentally proved.  
 
33..33  AAnnaallyyssiiss  ooff  sswwiittcchheedd  rreelluuccttaannccee  mmoottoorr  

In the previous research, the RNA model 
incorporating the play model, which is described in the 
 

 
FFiigg..  1133  RNA model of a cut-core incorporating the play 
model. 

Section 3.2, has been applied to the analyses of a PM 
motor 26), three-phase-laminated-core variable inductor 
27), and switched reluctance (SR) motor 28). Among them, 
the analysis result of the SR motor is reported as a 
representative in this section.  

Fig. 16 shows specifications of the SR motor with 4-
slots and 2-poles used in the examination. The core 
material is a non-oriented silicon steel with a thickness 
of 0.35 mm. 

Fig. 17 shows a schematic diagram of the RNA model 
of the SR motor incorporating the play model. The 
reluctances in stator and rotor cores are given by the play 
model and magnetic circuit elements. The reluctances 
between a stator pole and yoke, and between adjacent 
stator poles, are simply given by Eq. (24). MMF at each 
stator pole is generated by winding current.  
 

 
(a) f = 50 Hz. 

 
(b) f = 300 Hz. 

FFiigg..  1144  Calculated hysteresis loops by using the 
magnetic circuit model incorporating the play model 
under sinusoidal voltage excitation.  
 

 
FFiigg..  1155  Calculated Hysteresis loop in a certain divided 
element of the RNA model. 
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FFiigg..  1166  Specifications of the SR motor used in the 
examination. 
 

 
FFiigg..  1177  Schematic diagram of the RNA model of the SR 
motor incorporating the play model. 
 

In addition, since an SR motor has salient pole 
structure, flux distribution around stator and rotor pole 
tips dynamically changes with rotation 18). Hence, the 
magnetic circuit around pole tips and air gap is 
represented by the variable reluctances depending on the 
rotor position angle as shown in Fig. 18, so that the local 
saturation and fringing flux can be taken into 
consideration. 

The characteristics of the SR motor are calculated by 
using the above-described RNA model coupled with an 
electric circuit, as shown in Fig. 19. Fig. 20 and Fig. 21 
show the comparison of measured and calculated iron 
loss and winding current density versus torque 
characteristics, respectively. Here, the calculated iron 
loss is obtained by subtracting machine output, and 
copper and mechanical losses from electrical input. From 
these figures, it can be seen that measured and 
calculated values are almost in good agreement. However, 
it is not commonly seen in an SR motor that the 
calculated iron loss is reduced due to increasing the 
torque. The cause of this tendency is considered to be that 
the machine output, which is the product of torque and 
rotational speed, is two orders larger than iron loss so 
that a slight error of the torque can subordinately affect 
the iron loss value. 

Furthermore, as shown in Fig. 22, this RNA model 
can draw such distorted or dc-biased hysteresis loops in 
certain divided elements, even though they should be 

validated by the experiment. 
 

44..  MMaaggnneettiicc  CCiirrccuuiitt  MMooddeell  CCoonnssiiddeerriinngg  DDyynnaammiicc  
HHyysstteerreessiiss  CChhaarraacctteerriissttiiccss  bbyy  IInnccoorrppoorraattiinngg  PPllaayy  MMooddeell  

aanndd  CCaauueerr  CCiirrccuuiitt  
 

The above-described magnetic circuit and RNA  
 

 
FFiigg..  1188  Magnetic circuit around pole tips and air gap. 
 

 
FFiigg..  1199  Electric- and magnetic- coupled model of the SR 
motor. 
 

 
FFiigg..  2200  Measured and calculated iron loss 
characteristics. 

 
FFiigg..  2211  Measured and calculated winding rms current 
versus torque characteristics. 
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FFiigg..  2222  Hysteresis loops in certain divided elements of 
the RNA model of the SR motor. 
 
methods incorporating the play model can analyze the 
magnetic hysteresis with high accuracy and high speed
by using relatively simple models, However, they cannot 
consider the influence of the skin effect because the 
classical eddy current loss is denoted by just a single 
inductance element based on the classical eddy current 
theory. Therefore, there is a possibility for further 
improvement in the calculation accuracy of the hysteresis 
loop at a high frequency, such as when including the 
minor loops generated from carrier harmonics under 
PWM excitation, as shown in Fig. 23(a) and (b). Here, a 
ring core made of a grain-oriented silicon steel with a 
thickness of 0.23 mm is used in the examination. In this 
chapter, it should be noted the play model is derived from 
only the measured dc hysteresis loops, to more accurately 
verify the calculation accuracy by eliminating errors due 
to the simplified LLG equation.  

To practically analyze taking the skin effect into 
account, some kind of approximate calculation is 
required, since it is not realistic to perform a three-
dimensional (3-D) analysis by modeling each laminated 

 
(a) fc = 1 kHz. 

 
(b) fc = 2 kHz. 

FFiigg..  2233  Enlarged views of measured and calculated 
hysteresis loops under PWM voltage excitation (the 
classical eddy current is represented by a single 
inductance element). 
 
steel sheet from the viewpoint of calculation time and 
computer memory. So far, various kinds of methods for 
calculating the classical eddy current loss considering the 
influence of the skin effect have been proposed for the 
FEM.  

One of typical methods is a one-dimensional (1-D) 
eddy current analysis in the thickness direction for each 
mesh as the post-processing based on the result of the 
main 2-D FEM, to obtain loss distribution inside a steel 
sheet 29). Further, this post 1-D analysis can be 
implemented by simultaneously using the play model to 
express the dc hysteresis (this method is called “P1D 
method” in the following ) 30).  

Another representative model of the skin effect is the 
Cauer circuit 31), 32), which is a ladder-type electric 
equivalent circuit composed of multiple resistance and 
inductance elements connected in series and in parallel 
as shown in Fig. 24. Using the Cauer circuit, the 1-D 
electromagnetic field analysis can be performed by 
considering the frequency characteristic of the complex 
permeability. In Ref. 33), the 1-D analysis is conducted 
by combining the play model and Cauer circuit, when a 
ring core is excited by PWM voltage. It was clear that the 
hysteresis loop including the minor loops and iron loss 
can be calculated with high accuracy. Moreover, in Ref. 
34), the post 1-D analysis is implemented by using the 
play model and Cauer circuit for each mesh, after the 
main 2-D analysis incorporating the play model for a PM 
motor. Compared with the above-described P1D method, 
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this method has the same calculation accuracy and can 
significantly reduce the calculation time. This is because 
the Cauer circuit requires low computer memory since 
each mesh of the main FEM model is just given by a 
simple electric equivalent circuit, while each mesh must 
be further divided into multiple elements in the 
thickness direction according to the skin depth in the 
P1D method.  

As described above, various studies for modeling the 
skin effect have been conducted. However, none of those 
methods has been sufficiently studied because there are 
few examples of application to the 3-D analysis. Besides, 
since these methods have been used only for the post-
processing, it is desired to establish a more practical 
method which can take the skin effect into account 
during the electromagnetic field analysis.  

Therefore, this chapter introduces the magnetic 
circuit model considering the dynamic hysteresis 
characteristics including the skin effect, by incorporating 
the Cauer circuit in addition to the play model 35). In the 
following, it is revealed that this model is improved in the 
calculation accuracy of the minor loops, compared to the 
previous one.  
 
44..11  DDeerriivvaattiioonn  ooff  mmaaggnneettiicc  cciirrccuuiitt  mmooddeell  iinnccoorrppoorraattiinngg  
ppllaayy  mmooddeell  aanndd  CCaauueerr  cciirrccuuiitt  

Fig. 24 shows a schematic diagram of the Cauer 
circuit, as explained above. The dc magnetization is 
represented by the first inductance L0, and the frequency 
characteristic of the complex permeability due to the 
classical eddy current is represented by the part of the 
first resistance R0 and after. For practical use, the 
theoretically infinite stages of the ladder circuit should 
be truncated to finite stages. The frequency 
characteristic including the skin effect at a higher 
frequency can be expressed as the number of circuit 
stages is larger 31), 32). The parameters L and R in the 
circuit are given by the following equations: 

,L =   (25) 

2

4
,R

d
=   (26) 

where the dc permeability is . Here, the units of L and R 
are H/m and /m, respectively. From Eq. (7) and Eq. (26), 
it is understood that R0 (= 3R) is equivalent to the inverse 
of  1. Although the Cauer circuit cannot express the dc 
hysteresis and anomalous eddy current loss in general, 
the improved model shown in Fig. 25 can take them into 
consideration 33).  

In the magnetic circuit model incorporating the play 
model, which is described in the Chapter 2, the 
relationship between H and B is given by Eq. (3). On the 
other hand, in the Cauer circuit presented in Ref. 33), the  
 

 
FFiigg..  2244  Schematic diagram of the Cauer circuit. 

Play 
model

FFiigg..  2255  Cauer circuit taking the dc hysteresis and 
anomalous eddy current loss into consideration. 
 
relationship between H and B is given by the following 
equations in case of the number of circuit stages is one 
and more: 

0.51
( 0),

3dc ex

dB dB
H H C n

R dt dt
= +  =   (27) 

0.5

1

1
( 1),

n
i n

dc ex
i i n

B dB dB
H H C n

L R dt dt=

= + +  
    
       
   (28) 

Comparing Eq. (3), Eq. (27), and Eq. (28), the first terms, 
which are represented by the play model, and the third 
ones, which are given by the product of |dB/dt|0.5 and the 
coefficient determined by the core loss curves, are 
equivalent, respectively. Next, the second terms are 
equivalent in Eq. (3) and Eq. (27) because they both 
represent the classical eddy current loss caused by the 
main flux and are given by the product of dB/dt and the 
coefficient based on the classical eddy current theory. On 
the other hand, not only the classical eddy current loss 
due to the main flux but also the influence of the skin 
effect are expressed in Eq. (28). Hence, the calculation 
accuracy of the magnetic circuit model at a high 
frequency can be improved by making it equivalent to Eq. 
(28). However, it is difficult to express this with just a 
single magnetic circuit element.  

Therefore, Ref. 35) presented the magnetic circuit 
model incorporating the Cauer circuit theory as well as 
the play model, as shown in Fig. 26. In this model, the 
classical eddy current loss including the influence of the 
skin effect is represented by coupling the magnetic circuit 
with the ladder circuit, which is equivalent to the part of 
R0 and after in the Cauer circuit. 
 
44..22  SSiimmuullaattiioonn  rreessuullttss  bbyy  mmaaggnneettiicc  cciirrccuuiitt  mmooddeell  
iinnccoorrppoorraattiinngg  ppllaayy  mmooddeell  aanndd  CCaauueerr  cciirrccuuiitt  

Fig. 27(a) and (b) show enlarged views of the 
comparison of measured and calculated hysteresis loops 
under PWM voltage excitation at carrier frequencies fc = 
1 kHz and 2 kHz, respectively. Here, the ladder circuit is 
terminated by the second stage, that is, the second 
resistance R1. From these figures, it is understood that 
the calculation accuracy of the minor loops is further 
improved compared to the calculation result shown in Fig. 
23. 
 

 
FFiigg..  2266  Magnetic circuit model incorporating the play 
model and Cauer circuit. 

LLaaddddeerr  cciirrccuuiitt
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(a) fc = 1 kHz. 

 
(b) fc = 2 kHz. 

FFiigg..  2277  Enlarged views of measured and calculated 
hysteresis loops under PWM voltage excitation (the 
classical eddy current is represented by the ladder 
circuit). 
 

Fig. 28(a) and (b) show the comparison of measured 
and calculated iron loss normalized by the measured 
values. Here, the ladder circuit is terminated by the first 
and second stages, that is, the second resistance R0 and 
R1. The figures reveal that the classical eddy current loss 
is reduced when the ladder circuit is terminated by the 
second stage, which leads to calculating the iron loss with 
higher accuracy. The cause of this result is that the 
effective resistance in a steel sheet increases and the 
classical eddy current decreases since the eddy current 
path becomes narrower due to the skin effect. 

Furthermore, to validate the magnetic circuit model 
in more detail, the measured and calculated frequency 
characteristics of the complex permeability, which are 
obtained from the measured and calculated hysteresis 
loops with Bm = 0.3 T from f = 10 Hz to 2 kHz, are compared. 
Fig. 29(a) and (b) show the comparison of real and 
imaginary parts of the relative complex permeability. As 
shown in these figures, the real part can be expressed 
with higher accuracy at high frequencies when the ladder 
circuit is terminated by the second stage, while the 
accuracy of the imaginary part is high regardless of the 
number of circuit stages. The result of the imaginary part 
contradicts the above-mentioned improved accuracy of 
the iron loss calculation since the imaginary part 
physically means the iron loss. The cause of this result is 
not clear at present and should be investigated in the 
future. 

 

 
(a) fc = 1 kHz. 

 

 
(b) fc = 2 kHz. 

FFiigg..  2288  Measured and calculated iron loss normalized 
by measured values. 
 

 
(a) Real part. 

 
 (b) Imaginary part. 

FFiigg..  2299  Measured and calculated frequency 
characteristics of the complex permeability. 
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55..  MMooddeelliinngg  MMeetthhoodd  ooff  DDeetteerriioorraatteedd  MMaaggnneettiicc  

PPrrooppeerrttiieess  iinn  CCoorree  MMaatteerriiaall  dduuee  ttoo  MMaacchhiinniinngg  PPrroocceessss  
bbyy  SSiimmpplliiffiieedd  LLLLGG  EEqquuaattiioonn 

 
Magnetic properties of core material are often 

deteriorated in machining process, which leads to the 
performance worsening of electric machines. Therefore, 
the establishment of an analytical method taking 
deterioration of magnetic properties due to machining 
process into consideration and the optimization of 
processing method of core material are essential to 
development of high-efficiency electric machines.  

So far, various kinds of analytical methods 
considering the deteriorated properties caused by 
mechanical stress and shrink fitting have been proposed 
mainly in Japan 36)-39). However, these methods have a 
practical problem that a large number of experimental 
data should be acquired by using several cores to which 
different magnitudes of stress is applied. Moreover, most 
methods only change the reluctivity and loss coefficient 
of core material depending on the magnitude of stress, 
and none of them can accurately simulate considering 
change in a shape of the hysteresis loop. On the contrary, 
in Ref. 40), magnetic properties of core material are 
predicted when arbitrary compressive stress is applied, 
by formulating the simplified LLG equation, described in 
the Chapter 2, considering the influence of stress. In this 
method, only the measured data of core material, when 
no stress is applied, is required. On the other hand, in 
this method, although the tendency of the iron loss to 
increase with stress can be expressed, the calculation 
accuracy is not sufficiently high (e.g., up to about 1.5 
times of larger calculated values of iron loss than 
measured ones).  

To resolve the above problems, it is necessary to 
establish a practical and accurate prediction method of 
deteriorated magnetic properties under arbitrary stress 
from the minimum essential amount of measured data. 
Therefore, this chapter introduces that the simplified 
LLG equation is used for the prediction of deteriorated 
magnetic properties of arbitrary rolled non-oriented 
silicon steels from a small amount of measured data of 
the dc hysteresis loops 41).  
 
55..11  DDeetteerriioorraattiioonn  pprreeddiiccttiioonn  mmeetthhoodd  bbyy  ssiimmpplliiffiieedd  LLLLGG  
eeqquuaattiioonn 

Table 2 and Fig. 30 show specifications and 
dimensions of tested samples used for measurement. The 
sample No. 0 is an unrolled one, and the ones No. 1~4 are 
rolled by applying stresses with different magnitudes so 
that each one has a different thickness. The rolled ratio, 
shown in Table 2, represents a reduction rate of a 
thickness of each rolled sample relative to the unrolled 
one. Fig. 31 shows the measured dc hysteresis loops with 
Bm = 1.0 T for each sample. As shown in these figures, a 
shape of the hysteresis loop remarkably changes from the 
original state in machining process.  

In Ref. 41), the relationship between the rolled ratio 
and the parameters of the simplified LLG equation hani 
and b2j, which determines a shape of the hysteresis loop 
as shown in Fig. 6, is focused on. Table 3 shows the 

TTaabbllee  22  Specifications of test samples. 

 
 

 
FFiigg..  3300  Dimensions of test samples. 

 

 
FFiigg..  3311  Measured dc hysteresis loops of each samples 
with Bm = 1.0 T. 
 
TTaabbllee  33  Parameters of the simplified LLG equation of 
samples No. 0~4. 

 
 
calculated parameters of the simplified LLG equation, 
and Fig. 32(a) – (e) show enlarged views of the calculated 
dc hysteresis loops using the parameters shown in this 
table. From these table and figure, it is understood that 
measured and calculated results are in good agreement 
for each sample.  

First, the prediction method of hani is explained by 
using the values shown in Table 3. Fig. 33 shows the 
relationship between the rolled ratio x and hani of each 
sample. From these figures, it seems that hani 
monotonically increases as x increases. Here, to predict 
hani at the arbitrary rolled ratio, hanir(x), which is the ratio 
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(a) No. 0 

 
(b) No. 1 

 
(c) No. 2 

 
(d) No. 3 

 
(e) No. 4 

FFiigg..  3322  Measured and calculated dc hysteresis loops of 
each sample. 

 
FFiigg..  3333  Relationship between x and hani. 
 
of hani of rolled and unrolled samples, is defined as the 
function of x as follows: 

( )
( ) .

(0)
ani

anir

ani

h x
h x

h
=   (29) 

Fig. 34 shows the relationship between x and hanir(x). As 
shown in this figure, hanir(x) changes almost linearly at 
the rolled ratio of from 3% to 12%. Therefore, can be 
approximated by the following linear function: 

( ) ,anirh x x = +   (30) 
where coefficients are  and . It may be possible to 
predict hani at the arbitrary rolled ratio by using Eq. (30), 
though it is necessary to consider how to function hanir(x) 
at the rolled ratio of from 0% to 3% in the future.  

Next, the prediction method of b2j is explained. Fig. 
35(a) – (e) show the relationships between x and b2~b10 of 
each sample. From these figures, it is revealed that b2~b10 
do not monotonically change with respect to x, unlike the 
case of hani. Hence, since it is difficult to give the 
relationship between x and b2~b10 by a simple relational 
expression, it is necessary to predict b2~b10 in another 
way. Here, b2~b10 express the nonlinearity of the rising 
curve in the first quadrant as described above, that is to 
say, b2~b10 of the rolled samples can be determined by 
predicting the nonlinearity of their hysteresis loops. Thus, 
g(B), which is the function of B, is defined as follows: 

( )1
( ) ,

( )
pre

anir nonpre

H B
g B

h H B
=    (31) 

where the magnetic field on the ascending curve of the 
hysteresis loops of rolled and unrolled samples, where B 
is positive, is Hpre(B) and Hnonpre(B), respectively. Fig. 36 
shows g(B) derived for each sample and average values.  
 

 
FFiigg..  3344  Relationship between x and hanir(x). 
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(a) b2 

 
(b) b4 

 
(c) b6 

 
(d) b8 

 
(e) b10 

FFiigg..  3355  Relationship between x and b2~b10. 

FFiigg..  3366  Relationship between B and g(B). 
 

 
(a) No. 1 

 
(b) No. 2 

 
(c) No. 3 

 
(d) No. 4 

FFiigg..  3377  Measured and predicted dc hysteresis loops of 
each sample. 
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From these figures, it is understood that g(B) of each 
sample has almost same values regardless of x. Hence, 
gave(B), which is the average of g(B) of each sample, can be 
approximated as the polynomial function as follows: 

5 4 3 2( ) 1,aveg B aB bB cB dB eB= + + + + +   (32) 
where coefficients are a, b, c, d, and e. Substituting Eq. 
(32) into Eq. (31), the following equation can be obtained: 

( ) ( ) ( ).pre anir nonpre aveH B h H B g B=     (33) 
Therefore, the nonlinearity of the rising curve of the 
hysteresis loop of the arbitrary rolled sample can be 
predicted by calculating Hpre(B) using Eq. (33).  

The predicted dc hysteresis loops are compared with 
the measured ones, to confirm the validity of the 
proposed method, as shown in Fig. 37(a) – (d). These 
figures clarify that measured and predicted results are 
almost in good agreement for each sample.  

Moreover, in Ref. 42), the prediction method in the 
case of higher rolled ratio is examined and its validity is 
indicated, though that is omitted in this paper.  

 
66..  CCoonncclluussiioonn 

 
This paper presented various studies on the 

hysteresis modeling for electric machines based on the 
magnetic circuit method. It was clear that the iron loss 
including the magnetic hysteresis behavior can be 
calculated at high accuracy with a relatively simple 
model based on the RNA, even for machines with complex 
shapes such as an electric motor. In addition, it was 
found that the magnetic circuit analysis considering the 
skin effect and the deterioration prediction of machined 
core’s magnetic properties are possible, so that further 
improvement in the calculation accuracy of the RNA is 
expected by incorporating them. Furthermore, the 
proposed method does not require a high-performance 
computer for conducting a large-scale numerical analysis 
and special experimental equipment for measuring a lot 
of hysteresis loops with high accuracy, hence it will be 
one of the practical solutions for design and analysis of 
electric machines.  
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33DD  mmaaggnneettiicc  ffiieelldd  vveeccttoorr  mmeeaassuurreemmeenntt  bbyy  mmaaggnneettoo--ooppttiiccaall  iimmaaggiinngg  
 

H. Sakaguchi, R. Oya. S. Wada*, T. Matsumura*, H. Saito*, and T. Ishibashi 
Department of Materials Science and Technology, Nagaoka University of Technology, 1603-1 Kamitomioka, Nagaoka, Niigata 940-

2188, Japan 
*Department of Mathematical Science and Electrical-Electronic-Computer Engineering, Akita University, 1-1 Tegata Gakuen-

machi, Akita 010-8502, Japan 
 

    Magneto-optical (MO) imaging using MO imaging plates is a magnetic imaging technique that enables real-time 
measurements and is expected to be used for non-destructive testing and for observing the magnetic domains of 
magnetic materials. In this study, we propose a quantitative measurement method for three dimensional (3D) 
magnetic field vector measurements. The x- and y-components of the magnetic fields within the measured plane are 
calculated from the measured z-component by using a signal transformation method based on magnetic field transfer 
functions. Furthermore, the magnetic field distributions at different heights are also obtained from a one-shot image. 
In this paper, 3D magnetic field vector measurements are demonstrated for ferrite magnets and an electrical steel 
sheet. 
 
KKeeyy  wwoorrddss:: magneto-optical imaging, MO imaging plate, polarization camera, magnetic field vector 

  
 

11..  IInnttrroodduuccttiioonn  
    

Magneto-optical (MO) imaging using an MO imaging 
plate is a technique to visualize a strayed magnetic field 
by utilizing the MO effects 1)-11). By using bismuth-
substituted iron garnets, which exhibit a large Faraday 
effect in the visible light region, as the MO imaging plate, 
observation of magnetic domains in magnetic materials 
and in-situ observation of magnetic flux quanta in 
superconductors 12) have been realized with high spatial 
resolution and magnetic field sensitivity 9). In addition, it 
is attracting attention as a large area magnetic 
measurement technology that could replaces the 
scanning hall probe method 13), since the large MO 
imaging plates using large glass substrates have been 
developed 14)-17). In MO imaging, it is necessary to 
calibrate the magnetic field from the light intensity in 
order to quantitatively measure the magnetic field 
distribution, although it is a simple method that can be 
measured using an optical system like a polarizing 
microscope. Jooss et al. have proposed a method to 
calibrate the magnetic field from the light intensity in the 
crossed Nicol method, in which the large number of 
parameters to be measured beforehand 4), 5). We proposed 
the circular polarization modulation method to 
quantitatively measure the rotation angle and the 
ellipticity simultaneously, which can be applied to the 
MO imaging 6). However, it was difficult to realize the 
real-time measurement because three images measured 
with linearly-, right circularly- and left circularly- 
polarizations had to be measured. 

In this paper, we report on an MO imaging technique 
that quantitatively measures the magnetic field 
distribution from the one-shot image measured using the 

polarization camera that has been widely used in the 
industry in recent years. We also report on a signal 
transformation method that calculates the magnetic field 
vectors from a measured MO image. In this paper, 
measurements of the magnetic field distributions of 
ferrite magnets are demonstrated. A measurement of an 
electrical steel sheet is also demonstrated. 

  
22..  MMeetthhooddss 

  
22..11  MMOO  iimmaaggiinngg  uussiinngg  tthhee  ppoollaarriizzaattiioonn  ccaammeerraa  

The polarization camera is a camera having a structure 
that integrates an image sensor with a micro-polarizer 
array consisting of multiple polarizers with different 
angles of polarization, 0°, 45°, 90° and 135°, formed 
according to the pixel size 18). Therefore, four different 
polarization images with polarization angles of 0°, 45°, 
90° and 135° are measured with one-shot measurement.  

This means that rotation angles of polarization are 
quantitatively measured with a one-shot measurement 
using the polarization camera. Consequently, once four 
polarization images with intensities (𝐼𝐼!°, 𝐼𝐼#$°, 𝐼𝐼%!°, 𝐼𝐼&'$°) , 
we can obtain the Stokes parameter, 𝑠𝑠!, 𝑠𝑠" and 𝑠𝑠# as 
described by 
 

%
𝑠𝑠!
𝑠𝑠&
𝑠𝑠(
' = %	

(𝐼𝐼!° + 𝐼𝐼#$° + 𝐼𝐼%!° + 𝐼𝐼&'$°) 2⁄
𝐼𝐼!° − 𝐼𝐼%!°
𝐼𝐼#$° − 𝐼𝐼&'$°

	' . (1) 

 
The relation between the Stokes parameter and the 

polarization state is defined by 
 

%
𝑠𝑠!
𝑠𝑠&
𝑠𝑠(
' = %

1
cos 2𝜂𝜂 cos 2𝜃𝜃
cos 2𝜂𝜂 sin 2𝜃𝜃

' , (2) 

 
where intensity is normalized as 𝑠𝑠! = 1 , 𝜃𝜃  is the 
rotation angle of the polarization plane and 𝜂𝜂  is the 
ellipticity. Consequently, the rotation angle 𝜃𝜃  can be 
written by 
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𝜃𝜃 =
1
2 tan

)& 9
𝑠𝑠(
𝑠𝑠&
: . (3) 

 
In MO imaging, since the rotation angle due to the MO 

effect is measured, it is necessary to adjust the origin of 
the polarization, 𝜃𝜃 = 0°, corresponding to the absence of 
an applied magnetic field, which could be obtained by 
subtracting a background image from a measured image. 
In addition, the rotation angle measurement using the 
polarization camera has a disadvantage that it analyzes 
one polarization from four adjacent pixels, which may 
result in deterioration of the spatial resolution. For this 
problem, the pixel interpolation method using Fourier 
analysis has been proposed 19). 
 
22..22  TTrraannssffoorrmmaattiioonn  ooff  mmaaggnneettiicc  ffiieelldd  

Fig. 1 shows a schematic drawing of calculation model 
for the MO imaging. The magnetic field 𝑯𝑯(𝒓𝒓)  at the 
measurement point 𝒓𝒓	@= (𝑥𝑥, 𝑦𝑦, 𝑧𝑧)D   in the MO imaging 
plate is given by the convolution integral of the magnetic 
pole 𝜌𝜌(𝒓𝒓′)  at the certain place 𝒓𝒓′@= (𝑥𝑥*, 𝑦𝑦*, 𝑧𝑧′)D  on the 
sample surface and the transfer function 𝑮𝑮𝑯𝑯, which is 
given by 
 

𝑯𝑯(𝒓𝒓) = H 𝜌𝜌(𝒓𝒓*)
,!

𝑮𝑮𝑯𝑯(𝒓𝒓 − 𝒓𝒓*)𝑑𝑑𝒓𝒓*, (4)  
 
where 𝑮𝑮𝑯𝑯(𝒓𝒓) is given from Coulomb's law for magnetism 

20) as 
 

𝑮𝑮𝑯𝑯(𝒓𝒓) =
𝒓𝒓

4𝜋𝜋𝜇𝜇!|𝒓𝒓|'
. (5) 

 
In the frequency domain, the convolution integral in 

Eq. (5) is given in the form of multiplication according to 
the convolution theorem as 
 

𝑯𝑯@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D = 𝜌𝜌@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧*D𝑮𝑮𝑯𝑯@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧 − 𝑧𝑧*D, (6)  
  
where  𝑯𝑯@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D  and 𝑮𝑮𝑯𝑯@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D  are the Fourier 
transforms of the magnetic field distribution and the 
transfer function. Consequently, the Fourier transforms 
of x-component of the magnetic field distribution 𝐻𝐻-(𝒓𝒓) 
and y-component of the magnetic field distribution 𝐻𝐻.(𝒓𝒓) 
can be deduced from z-component of the magnetic field 

distribution 𝐻𝐻/(𝒓𝒓) and the transfer functions as 
 

𝐻𝐻-@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D = 	
𝐺𝐺0- S𝑘𝑘-, 𝑘𝑘., 𝑧𝑧 − 𝑧𝑧′T

𝐺𝐺0/ S𝑘𝑘-, 𝑘𝑘., 𝑧𝑧 − 𝑧𝑧′T
𝐻𝐻/@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D  

	= 	T[𝐻𝐻/ → 𝐻𝐻-]𝐻𝐻/@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D (7) 

and  

𝐻𝐻.@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D = 	
𝐺𝐺0. S𝑘𝑘-, 𝑘𝑘., 𝑧𝑧 − 𝑧𝑧′T

𝐺𝐺0/ S𝑘𝑘-, 𝑘𝑘., 𝑧𝑧 − 𝑧𝑧′T
𝐻𝐻/@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D  

			= 	TY𝐻𝐻/ → 𝐻𝐻.Z𝐻𝐻/@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D, (8) 
 
where components of 𝑮𝑮𝑯𝑯@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D are given by 
 

𝐺𝐺0-@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D =
−𝑖𝑖𝑘𝑘-

2𝜇𝜇!]𝑘𝑘-
( + 𝑘𝑘.

(
exp^−]𝑘𝑘-( + 𝑘𝑘.

(𝑧𝑧_ , (9) 

𝐺𝐺0.@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D =
−𝑖𝑖𝑘𝑘.

2𝜇𝜇!]𝑘𝑘-
( + 𝑘𝑘.

(
exp^−]𝑘𝑘-( + 𝑘𝑘.

(𝑧𝑧_ , (10) 

𝐺𝐺0/@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D =
1
2𝜇𝜇!

exp^−]𝑘𝑘-( + 𝑘𝑘.
(𝑧𝑧_ . (11) 

Consequently, the transformation filters, T[𝐻𝐻/ → 𝐻𝐻-] 
and TY𝐻𝐻/ → 𝐻𝐻.Z, are given by 
 

T[𝐻𝐻/ → 𝐻𝐻-] =
−𝑖𝑖𝑘𝑘-

]𝑘𝑘-
( + 𝑘𝑘.

(
, (12) 

and 

TY𝐻𝐻/ → 𝐻𝐻.Z =
−𝑖𝑖𝑘𝑘.

]𝑘𝑘-( + 𝑘𝑘.(
. (13) 

 
Finally, 𝐻𝐻-(𝒓𝒓)  and 𝐻𝐻.(𝒓𝒓)  are obtained by as the 

inverse Fourie transforms of 𝐻𝐻-@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D  and 
𝐻𝐻.@𝑘𝑘-, 𝑘𝑘., 𝑧𝑧D, respectively. 

Furthermore, the signal transformation based on the 
transfer function can be used to calculate 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 𝑧𝑧 + ∆𝑧𝑧) 
at a position that is increased by a certain distance	 ∆𝑧𝑧	  
from the measured 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) . In this case, the 
transformation filter T[𝐻𝐻/, 𝑧𝑧 → 𝑧𝑧 + ∆𝑧𝑧] becomes 
 

T[𝐻𝐻/, 𝑧𝑧 → 𝑧𝑧 + ∆𝑧𝑧] = 	exp^−]𝑘𝑘-( + 𝑘𝑘.
(∆𝑧𝑧_ . (14) 

 
By combining the distance transformation method with 
the x- and y-components calculation method, it is possible 
to obtain the three dimensional (3D) magnetic field 
distribution from the one-shot measurement. 
 

33..  EExxppeerriimmeennttaall  
    

33..11  MMOO  iimmaaggiinngg  ssyysstteemm  uussiinngg  tthhee  ppoollaarriizzaattiioonn  ccaammeerraa  
  Fig. 2 shows a schematic drawing of the MO imaging 
system used in this study. A red LED panel (MISUMI, 
LEDXR120) with a central wavelength of 630 nm was 
used as a light source. The linearly-polarized light 
obtained by a polarizer put on the LED panel vertically 
illuminated the MO imaging plate. The reflected light 

 
Fig. 1  Schematic drawing of calculation model for 
MO imaging.  
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was reflected by a half mirror and captured by a 
polarization camera (Baumer, VCXU-50MP) having a 
CMOS with 2448 × 2048 pixels. Image data were 
imported to a computer via USB connection and were 
processed by a program written in Python. For the MO 
imaging plate, Bi-substituted iron garnet films 
Nd0.5Bi2.5Fe5O12, with a thickness of 600 nm were 
prepared by a metal-organic decomposition (MOD) 
method on a glass substrate (Eagle XG, CORNING). 
Details of the garnet films were described in 
Ref.14,15,21,22. A 150 nm-thick silver layer was 
deposited by the sputtering method on the garnet films 
as a reflective film. The Kerr rotation hysteresis 
measured by applying a magnetic field in the 
perpendicular direction to the plane of the MO imaging 
plate is shown in Fig. 3. Here, the Kerr rotation is 
equivalent to the Faraday rotation of the garnet film, 
since the light goes through the garnet film and come 
back after being reflected by the reflective film. The 
shape of the hysteresis shows that the rotation angle 
varies continuously with the perpendicular magnetic 
field, indicating the easy axis of magnetization is in the 
in-plane direction. The calibration from the Kerr rotation 
angle to the magnetic field was done using a linear 
approximation formula obtained within the range of 

magnetic saturation. Measurement errors caused by 
coercivity could solve by using Gd3Ga5O12 (GGG) 
substrates, which exhibit small coercivity 23). Four 
rectangular-shaped ferrite magnets with a size of 10 mm 
× 30 mm × 5 mm were used as a sample. The distance ∆𝑧𝑧 
from the MO imaging plate was varied from 0 mm to 10 
mm. 
  
33..22  MMOO  iimmaaggiinngg  ooff  ffeerrrriittee  mmaaggnneettss  

Fig. 4 shows a photo of ferrite magnets, 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0) 
measured by the one-shot measurement with an 
exposure time of 10 msec, and 𝐻𝐻-(𝑥𝑥, 𝑦𝑦, 0) and 𝐻𝐻.(𝑥𝑥, 𝑦𝑦, 0) 
calculated by the process described in Sec. 2. The 3D 
magnetic field vectors plotted using 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧) 
measured at ∆𝑧𝑧 = 0, 3, 6 mm and calculated 𝐻𝐻-(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧) 
and 𝐻𝐻.(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧) are shown in Fig. 5. The magnetic poles 
of the magnets were clearly observed in 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0), and it 
was confirmed that sufficient contrast could be obtained 
even with the one-shot measurement. The values of 
𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0) consistent with that measured on the sample 
surface using a Gauss meter. 𝐻𝐻-(𝑥𝑥, 𝑦𝑦, 0) showed a strong 
contrast at the boundaries and left and right edges of the 
magnetic poles, and a weak contrast at the center of each 

 
FFiigg..  22  Schematic diagram of MO imaging system 
using polarization camera. 

 
FFiigg..  33  Kerr rotation hysteresis of MO imaging 

plate. 

 
FFiigg..  44  (a) Digital photograph and magnetic field 
images, (b) measured 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0), and calculated (c) 
𝐻𝐻-(𝑥𝑥, 𝑦𝑦, 0) and (d)	 𝐻𝐻.(𝑥𝑥, 𝑦𝑦, 0).  

 
FFiigg..  55  3D magnetic field vectors above four ferrite 
magnets measured by MO imaging. 
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magnet. This result is consistent that the magnetic flux 
travels from the N-pole to the S-pole. 𝐻𝐻.(𝑥𝑥, 𝑦𝑦, 0) showed 
a strong contrast at the top and bottom edges of the 
magnet and a weak contrast at the center, which is 
consistent with the behavior of the magnetic flux. These 
features are consistent with a result of a simulation 
using Femtet (Murata Software Co., Ltd.), which it is not 
shown here. 

Next, we describe the results of 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧) calculated 
from 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0)  shown in Fig. 4(b). 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧) 
calculated at ∆𝑧𝑧 = 1, 5, 10 mm are shown in the lower 
part of Fig. 6(a), and those of actually measured images 
at ∆𝑧𝑧 = 1, 5, 10  mm are shown in the upper part for 
comparison. The line profiles were measured along the 
center of the magnets as shown with a dotted line in Fig. 
6(a). In the actual measurement, the intensity decreases 
and becomes gradually blurred as the height is increased. 
The same trend was confirmed in the results of the signal 
transformation. From the results of the line profile 
comparison, it was found that the calculated values of the 
magnetic fields were in good agreement with the 
measured values except in the vicinity of the peaks. For 
the height of 1 mm, the calculated data was 18% lower 
than the measured data, and for the height of 10 mm, the 
calculated data was 11% higher than the measured data. 
The difference between the measured and calculated 
data may be due to the fact that the image contains 
unnecessary information at the edge of the plate and 
outside of the MO imaging plate, that is not related to the 
magnetic field distributions, or that the sample size is too 
large as compared to the size of the image, resulting in 
lack of information in the Fourier transforms. 
 
33..33  MMOO  iimmaaggiinngg  ooff  tthhee  eelleeccttrriiccaall  sstteeeell  sshheeeett  

We have reported MO imaging over a wide area of a 
few centimeters, on the other hand, the spatial resolution 
of MO imaging can reach 0.3 µm, indicating the 
microscopic scale observations are also possible. The MO 
imaging plate was placed on a 0.2 mm-thick unpolished 
electrical steel sheet, and MO imaging was performed 
with a magnetic field of 465 Oe applied along in-plane 
direction. Fig. 7 shows an optical image of the sample 
surface, measured 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0) and calculated 𝐻𝐻-(𝑥𝑥, 𝑦𝑦, 0), 
𝐻𝐻.(𝑥𝑥, 𝑦𝑦, 0) and azimuth angle 𝜙𝜙(𝑥𝑥, 𝑦𝑦, 0) of magnetic field 
vector. From 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0) , strayed magnetic fields from 
grain boundaries were clearly observed, and stripe 
magnetic domains were also confirmed. The strayed 
magnetic field from the grain boundary and the stripe 
magnetic domain were also observed in the calculated in-
plane components. Coarse surface observed in the entire 
image is thought to be caused by the grain structure of 
the garnet. It should be noted that longitudinal Kerr 
microscopy, which is commonly used to observe magnetic 
domains, requires mirror like surfaces obtained by 
surface treatments such as polishing, on the other hand, 
the MO imaging using MO imaging plate has capabilities 
for visualizing magnetic domain structures without 
surface treatment. 

  
44..  CCoonncclluussiioonn  

  
The 3D magnetic field vectors measurements in a 75 

mm diameter area with the one-shot measurement by 
MO imaging using the polarization camera was 
demonstrated. 

The in-plane components,	 𝐻𝐻-(𝒓𝒓)  and 𝐻𝐻.(𝒓𝒓) , were 
calculated using the signal transformation based on the 

 
FFiigg..  66  (a) Measured 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧)  at ∆𝑧𝑧 = 1, 5, 10 
mm and calculated 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧), (b) line profile along 
dotted line. 

 
FFiigg..  77  (a) Optical image of untreated electrical steel 
sheet and magnetic field images, (b) measured 
𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0)  and calculated (c) 𝐻𝐻-(𝑥𝑥, 𝑦𝑦, 0) , (d) 
𝐻𝐻.(𝑥𝑥, 𝑦𝑦, 0) and (e) azimuth angle 𝜙𝜙(𝑥𝑥, 𝑦𝑦, 0). 
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transfer function from measured 𝐻𝐻/(𝒓𝒓)  by the MO 
imaging. It was also shown that 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, ∆𝑧𝑧) were 
obtained from measured 𝐻𝐻/(𝑥𝑥, 𝑦𝑦, 0) . We conclude that 
this MO imaging technique combined with the signal 
transformation technique could be a powerful tool for 
measuring 3D magnetic field vectors in a short time with 
high accuracy. 
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AACC  mmaaggnneettiicc  ssuusscceeppttiibbiilliittyy  ooff  mmaaggnneettiicc  nnaannooppaarrttiicclleess  mmeeaassuurreedd  
uunnddeerr  DDCC  bbiiaass  mmaaggnneettiicc  ffiieelldd  
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The magnetization dynamics of magnetic nanoparticles are essential for the medical applications of hyperthermia and 
magnetic particle imaging. In this paper, we clarified the AC magnetic susceptibility of superparamagnetic 
nanoparticles and their frequency dependence. We measured the AC magnetic susceptibility under an applied DC bias 
magnetic field. The frequency dependence of AC magnetic susceptibility was clearly observed. The experimentally 
obtained characteristics of the samples with different effective core diameters and dependence on the intensity of the 
DC bias magnetic field agreed with the theory assuming a simple particle model. The sample comprising effective core 
diameters with a wide distribution exhibited different characteristics than the samples comprising magnetically 
fractionated nanoparticles with a narrower core diameter distribution. 
 
KKeeyy  wwoorrddss:: magnetic nanoparticles, superparamagnetic nanoparticles, AC magnetic susceptibility, magnetization 
relaxation, Brownian relaxation. 
 

 
11.. IInnttrroodduuccttiioonn  

Magnetic nanoparticles are used in various medical 
applications, such as magnetic hyperthermia and 
magnetic particle imaging1)-3). Hyperthermia is a thermal 
therapy for cancer that uses magnetic nanoparticles as 
heating agents. The magnetic nanoparticles were heated 
under an applied AC magnetic field. An AC magnetic 
field is also applied in magnetic particle imaging. The 
oscillation of the magnetization of the magnetic 
nanoparticles is detected from outside the human body. 
To realize these applications for clinical use, clarifying 
the excitation conditions of the applied AC magnetic field 
and the optimum structures of the magnetic 
nanoparticles is necessary4)-7). Various studies have been 
conducted to obtain high heat generation from the 
magnetic nanoparticles and sensitive detection of 
magnetic nanoparticles, and elucidating the 
magnetization dynamics of the magnetic nanoparticles is 
essential8),9). 

Furthermore, theranostics, which is a concept of 
combined therapy and diagnosis, has been attracting 
attention10),11). For example, a simultaneous diagnosis 
using magnetic particle imaging and hyperthermia using 
the magnetic nanoparticles has been proposed11),12). As a 
DC magnetic field of relatively large intensity is applied 
in magnetic particle imaging as well as magnetic 
resonance imaging where the magnetic nanoparticles are 
used as the contrast agent, the magnetization 
characteristics and heat generation of magnetic 
nanoparticles under an applied DC bias magnetic field 
have also been reported13)-15). 

AC magnetic susceptibility is one of the significant 
indices representing the AC magnetization 

characteristics of magnetic materials. The heat 
generation of the magnetic nanoparticles exhibiting 
superparamagnetism originates from the delay in the 
relaxation of the magnetic moment with respect to the 
applied AC magnetic field5),16). Therefore, the imaginary 
part of the AC magnetic susceptibility, which reflects the 
phase delay, is closely related to heat generation. The 
frequency dependence of the heat generation and AC 
magnetic susceptibility are essential in terms of 
magnetization relaxation17),18). 

The magnetization easy axes and the alignment of 
magnetic nanoparticles are significant issues in the 
applications of hyperthermia and magnetic particle 
imaging. High heat generation and large rotation of 
magnetization of magnetic nanoparticles are obtained by 
aligning and fixing the easy axis of magnetization19),20). 
The harmonic magnetization signal in magnetic particle 
imaging is influenced by the direction of AC field and DC 
bias field compared to the direction of the signal 
detection21). Understanding the magnetization dynamics 
of magnetic nanoparticles, especially from the 
quantitative viewpoint, by AC magnetic susceptibility 
under the DC bias field is critical for their biomedical 
applications. We reported the heat dissipation of solid-
state magnetic nanoparticle samples with their aligned 
easy axes fixed by a DC magnetic field18),19). In this work, 
the AC magnetic susceptibility of magnetic fluid 
nanoparticles under an applied DC bias field was studied. 
A similar experiment using magnetic nanoparticles from 
a single core was reported as well22). The multi-core 
magnetic nanoparticles widely used for biomedical 
applications23),24) were used as samples in this work. We 
analyzed the magnetization dynamics and Brownian 
relaxation time derived from the measurements. This 
study aims to elucidate the magnetic relaxation of 
magnetic nanoparticles under an applied DC bias field, 
particularly the imaginary part of AC magnetic 
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susceptibility, which is a key parameter in the medical 
applications of magnetic nanoparticles. 
 

22..  TThheeoorryy  
The magnetization process of a magnetic particle with 

a single magnetic domain structure is described by the 
Stoner–Wohlfarth model25). As the magnetization of the 
particle stabilizes its magnetic internal energy, the 
particle exhibits magnetic anisotropy that aligns the 
magnetic moment in the stable direction of the energy. 
This stable direction is called the easy axis of the 
magnetization. The anisotropy energy, 𝐸𝐸a, is described 
as 

𝐸𝐸a = 𝐾𝐾u𝑉𝑉𝑀𝑀 sin2 𝜃𝜃                (1) 

where 𝐾𝐾u , 𝑉𝑉𝑀𝑀 , and θ denote the anisotropy constant, 
volume of the particle, and angle between the easy axis 
of magnetization and the magnetic moment, respectively. 
The Zeeman energy 𝐸𝐸H of the magnetic particle under an 
applied magnetic field H is described as 

𝐸𝐸H = −𝑚𝑚𝑚𝑚 cos(𝜙𝜙 − 𝜃𝜃)              (2) 

Here, m and ϕ are the magnetic moment of the particle 
and the angle between the easy axis and the direction of 
the applied field H, respectively. The total potential 
energy of particle 𝐸𝐸  is derived as a summation of the 
anisotropy energy 𝐸𝐸aand and Zeeman energy 𝐸𝐸H. 

𝐸𝐸 = 𝐾𝐾u𝑉𝑉𝑀𝑀 sin2 𝜃𝜃 − 𝑚𝑚𝑚𝑚 cos(𝜙𝜙 − 𝜃𝜃)    (3) 

The magnetization process of the magnetic particle was 
determined to minimize the potential energy 𝐸𝐸. 

Magnetic nanoparticles of small volume exhibit a 
superparamagnetic feature when the effect of thermal 
fluctuation is not negligible on the anisotropy energy. 
The magnetization process of the magnetic nanoparticles 
exhibiting superparamagnetism follows the Langevin 
function: 

𝐿𝐿(𝜉𝜉) = coth(𝜉𝜉) − 1
𝜉𝜉                (4) 

Here, ξ = μ0mH/kBT, where μ0, kB, and T are the magnetic 
permeability of vacuum, Boltzmann constant, and 
absolute temperature, respectively. 

There are two processes of magnetization relaxation of 
magnetic nanoparticles: Brownian relaxation and Néel 
relaxation. The relaxation times τB and τN are given by 

𝜏𝜏B = 3𝜂𝜂𝑉𝑉H
𝑘𝑘B𝑇𝑇                        (5) 

𝜏𝜏N = 𝜏𝜏0 exp (𝐾𝐾u𝑉𝑉M
𝑘𝑘B𝑇𝑇 )                (6) 

where η is the dynamic viscosity of the fluid, VH is the 
hydrodynamic volume, τ0 is the attempt time, Ku is the 
magnetic anisotropy constant, and VM is the volume of 
the primary particle. These relaxation time equations do 
not consider the intensity of the applied magnetic field. 
Two relaxation processes occur simultaneously, and the 
effective relaxation time is defined as16) 

1
𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒

= 1
𝜏𝜏𝑁𝑁

+ 1
𝜏𝜏𝐵𝐵

                   (7) 

A faster relaxation process dominated the effective 
relaxation time16). Recently, we observed the two-step 
magnetization processes of Brownian and Néel 
relaxations under applied AC magnetic field26) and pulse 
magnetic field27),28). Brownian relaxation occurred after 
Néel relaxation in the magnetic nanoparticle samples 
exhibiting τB >τN in these experiments. The effects of the 
oscillation and orientation of the easy axis on the 
magnetization were also experimentally observed29). 

If the intensity of the applied AC magnetic field is 
small (ξ << 1), the real and imaginary parts of the AC 
magnetic susceptibility are given by the following 
equations based on the Debye model, respectively: 

𝜒𝜒′(𝜔𝜔) = 𝜒𝜒0
1+(𝜔𝜔𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒)2               (8) 

𝜒𝜒"(𝜔𝜔) = 𝜒𝜒0
𝜔𝜔𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒

1+(𝜔𝜔𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒)2               (9) 

Here, 𝜒𝜒0 and ω are the susceptibility under an applied 
magnetic field of low intensity and angular frequency of 
the AC field, respectively. As 𝜒𝜒"(𝜔𝜔) of Eq. (9) becomes 
maximum in the case of 𝜔𝜔𝜏𝜏𝑒𝑒𝑒𝑒𝑒𝑒 = 1 , the effective 
relaxation time can be derived from the frequency 
dependence of the real and imaginary parts of the AC 
magnetic susceptibility. 

The Brownian relaxation time of the magnetic 
particles depends on the intensity of the applied 
magnetic field22). Theoretical analysis of the relaxation 
time under the applied DC bias magnetic field either 
perpendicularly (Fig. 1(a)) or parallel (Fig. 1(b)) to an AC 
magnetic field of low intensity has been reported30),31). 
The Brownian relaxation times of 𝜏𝜏𝑝𝑝𝑒𝑒𝑝𝑝  and 𝜏𝜏𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  are 
given by the following equations: 

𝜏𝜏𝑝𝑝𝑒𝑒𝑝𝑝 = 2𝐿𝐿(𝜉𝜉)
𝜉𝜉−𝐿𝐿(𝜉𝜉) 𝜏𝜏𝐵𝐵                   (10) 

 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  11 Magnetization rotation of magnetic 
nanoparticle under an applied AC magnetic, HAC field 
with a DC bias magnetic field, HDC. (a) 𝑚𝑚AC ⊥ 𝑚𝑚DC, (b) 
𝑚𝑚AC ∥ 𝑚𝑚DC. 
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𝜏𝜏𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝜉𝜉)
𝑑𝑑𝑑𝑑𝑑𝑑𝜉𝜉 𝜏𝜏𝐵𝐵                 (11) 

Here, ξ = μ0mH/kBT is proportional to H, and H is the intensity 
of the applied DC field in these equations. The intensity of the DC 
field is assumed to be larger than that of the AC field. 
 

33..  EExxppeerriimmeennttss  

33..11  MMeeaassuurreemmeenntt  ssaammpplleess  
Three fluid samples containing magnetic nanoparticles 

were used in this study. The first sample was Resovist®, 
which is a commercially distributed contrast agent for 
the clinical diagnosis of magnetic resonance imaging. It 
is a water-based colloidal solution of γ-Fe2O3/Fe3O4 
coated with carboxydextran. The effective core diameter 
was 6–21 nm24). 

The second and third samples were prepared through 
magnetic separation of Ferucarbotran, which is the raw 
material for Resovist®. These samples were supplied by 
Meito Sangyo Co., Ltd., Japan. The structural and 
magnetic properties of magnetically fractionated 
nanoparticles from Ferucarbotran were reported by 
Yoshida et al24),32). They denoted the samples as MS1, 
MS2, and MS3, whose effective core diameters were 21.6, 
10.7, and 6.2 nm, respectively. In this study, MS1 and 
MS2 were used. 

The density and volume of the three samples were 28 
mgFe/ml and 100 μl, respectively. 

 
33..22  MMeeaassuurreemmeenntt  mmeetthhoodd  

A DC magnetization curve of the samples was 
measured using a vibrating sample magnetometer (VSM, 
VSM-3, Toei Industry Co., Ltd., Tokyo, Japan) at room 
temperature. The maximum intensity of the applied 
magnetic field was μ0H = 1.5 T. 

The AC magnetic susceptibility was measured using a 
frequency response analyzer (FRA, FRA51615, NF 
Corporation, Yokohama, Japan). The intensity and 
frequency range of the applied AC magnetic field were 
μ0H= 0.09 mT and 100 Hz–1 MHz, respectively. Figure 1 
shows the measurement circuit system used in this 
study33). In this measurement, the detection coil was 
aligned concentrically to the excitation coil. The 
excitation AC magnetic field, H(t)=H0cosωt, was applied 
to the sample using the oscillator of the FRA. Here, H0 
denotes the amplitude of the AC field. 

The voltage 𝑉𝑉0 induced in the detection coil without an 
inserted sample is described as 

𝑉𝑉0(𝑡𝑡) = 𝑁𝑁𝑁𝑁𝑁𝑁𝜇𝜇0𝐻𝐻0 sin 𝑁𝑁𝑡𝑡           (12) 

where N and S are the number of turns and the cross-
sectional area of the detection coil, respectively. When 
the sample is inserted in the detection coil, the induced 
voltage 𝑉𝑉s is changed to 

𝑉𝑉s(𝑡𝑡) = 𝑁𝑁𝑁𝑁𝑁𝑁𝜇𝜇r𝜇𝜇0𝐻𝐻0 sin(𝑁𝑁𝑡𝑡 − 𝛽𝛽)    (13) 

where 𝜇𝜇r and β are the amplitude ratio and phase delay 
of the induced voltage with and without a sample, 
respectively. These are essential parameters in AC 
magnetic permeability and susceptibility. The complex 
magnetic permeability 𝝁𝝁𝒓𝒓 is described using 𝜇𝜇r and β as 
follows: 

𝝁𝝁𝒓𝒓 = 𝜇𝜇𝑝𝑝(𝑐𝑐𝑐𝑐𝑐𝑐𝛽𝛽 − 𝑗𝑗𝑐𝑐𝑗𝑗𝑗𝑗𝛽𝛽)            (14) 

A complex magnetic susceptibility 𝝌𝝌 can be derived from 
𝝁𝝁𝒓𝒓. 

𝝁𝝁𝒓𝒓 = 1 + 𝝌𝝌                      (15) 
= 1 + 𝜒𝜒′ − 𝑗𝑗𝜒𝜒"                 (16) 

From the above equations, the real and imaginary parts, 
and the absolute value of the AC magnetic susceptibility 
are described as 

𝜒𝜒′ = 𝜇𝜇𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝛽𝛽 − 1                 (17) 

𝜒𝜒" = 𝜇𝜇𝑝𝑝𝑐𝑐𝑗𝑗𝑗𝑗𝛽𝛽                     (18) 

|𝝌𝝌| = √𝜒𝜒′2+𝜒𝜒"2                 (19) 

respectively. In this study, 𝜇𝜇r  and β were derived by 
measuring the induced voltage in the detection coil, and 
the AC magnetic susceptibility was calculated using Eqs. 
(17), (18), and (19). 

The AC magnetic susceptibility was measured under an  

 
 
 
 
 
 
 
 
 
 
 

 
FFiigg..  22 Circuit diagram of measurement system for AC 
magnetic susceptibility. 
 

 
 
 
 
 
 
 
 
 
 

 
FFiigg..  33 Configuration of AC excitation field coil, DC bias 
field coil and detection coil. 
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applied DC bias magnetic field. A DC electromagnet was 
used, as shown in Figure 3. The direction of the DC bias 
field was either parallel or perpendicular to that of the 
AC excitation field. The intensity of the DC bias field was 
μ0H = 0–8 mT. 
 

44..  RReessuullttss  aanndd  DDiissccuussssiioonn  

44..11  DDCC  mmaaggnneettiizzaattiioonn  ccuurrvveess  
Figure 4 shows the measured DC magnetization curves 

of the samples. The major magnetization curves were 
traced under the applied magnetic field of up to μ0H = 
±1.5 T. The figure shows the parts of the major curves 
corresponding to the range between μ0H = ±10 mT. All 
samples exhibited a superparamagnetic feature with no 
remanent magnetization24),32). The magnetization of MS1 
was greater than that of Resovist and MS2, which was 
attributed to the larger effective core diameter of MS1. 
The magnetization curves of Resovist and MS2 were 
equivalent. 

The average values of the magnetic moment, m, were 
calculated from the DC major magnetization curves 
using the singular value decomposition method34),35). 
They were obtained as m = 5.6×10-18, 1.2×10-18, and 
1.3×10-18 Am2 for MS1, MS2, and Resovist at a density of 
28 mgFe/ml, respectively. Moreover, m = 2.3×10-18 and 

5.0×10-19 Am2 for MS1 and MS2 at a density of 0.67 
mgFe/ml, respectively, were reported32). 
 
44..22  AACC  mmaaggnneettiicc  ssuusscceeppttiibbiilliittyy  wwiitthhoouutt  DDCC  bbiiaass  ffiieelldd  

The real and imaginary parts of the AC magnetic 
susceptibility of the samples measured without the DC 
bias field are shown in Figures 5 and 6, respectively. 
Figure 7 shows the absolute values of the susceptibility. 
The real part, as well as the absolute value, are reduced 
as the AC frequency increases. This is because the 
rotation of the magnetic moment cannot follow the 
change in the applied magnetic field. The imaginary part 
is remarkably less than the real part, so the real part is 
almost equivalent to the absolute value. 

The frequency peak, f observed in the imaginary parts 
shown in Figure 6 is related to the Brownian relaxation 
time τB (f = 1/2πτB)26). From the figure, the magnitude 
relationship of τB is as follows: Resovist > MS1 > MS2. 
Because τB is described by Eq. (5), it is dependent on the 
viscosity of the fluid and hydrodynamic diameter of the 
nanoparticle. Although MS1 consisted of large particles 
fractionated from Ferucarbotran, the τB of Resovist was 
larger than that of the other two samples. 
  

 
 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  44 DC magnetization curves of the samples (parts 
of major magnetization curves). 

 
 
 
 
 
 
 
 
 
 
 
 

   

FFiigg..  66 Imaginary part of AC magnetic susceptibility of 
the samples. 

 
 
 
 
 
 
 
 
 
 
 

 
 

FFiigg..  55 Real part of AC magnetic susceptibility of the 
samples. 

 
 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  77 Absolute value of AC magnetic susceptibility of 
the samples. 
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44..33  AACC  mmaaggnneettiicc  ssuusscceeppttiibbiilliittyy  uunnddeerr  DDCC  bbiiaass  ffiieelldd  
The absolute value and imaginary part of the AC 

magnetic susceptibility of MS1 under the DC bias 
magnetic field applied perpendicular to the AC magnetic 
field ( 𝐻𝐻AC ⊥ 𝐻𝐻DC ) are shown in Figures 8 and 9, 
respectively. Figures 10 and 11 show the absolute value 
and imaginary part under the DC bias magnetic field 
applied parallel to the AC magnetic field (𝐻𝐻AC ∥ 𝐻𝐻DC ), 
respectively. 

The peak frequencies of the imaginary parts shown in 
Figures 9 and 11 increased when the DC bias field was 
applied whether perpendicular or parallel to the AC field. 
There was a decrease in τB caused by the DC bias field. 
This originated from the decrease in the oscillating 
rotation angle of the magnetization which was aligned in 
a stable state by the DC field. The formation of a chain 
structure of the magnetic particles under the DC bias 
field is possible; however, this is difficult to confirm in 
fluid samples36). The absolute values reduced by the DC 
bias field shown in Figures 8 and 10 were also caused by 
the decrease in the oscillating rotation angle of the 
magnetization. 

It was also found that this decrease of the absolute 
values was more pronounced when the DC bias field was 
applied in the parallel direction than in the 

perpendicular direction. Here, two physical mechanisms 
associated with the magnetization of magnetic 
nanoparticles are suggested. The first mechanism is that 
the rotation angle of the oscillating magnetization under 
𝐻𝐻AC ∥ 𝐻𝐻DC  is smaller than that under 𝐻𝐻AC ⊥ 𝐻𝐻DC . The 
magnetization oscillated by the applied AC magnetic 
field below 100 kHz is predominantly caused by particle 
rotation with the Brownian relaxation26). Second, the 
change in magnetization along the direction of the AC 
excitation and detection is reduced under 𝐻𝐻AC ∥ 𝐻𝐻DC. The 
oscillation angle of the magnetization decreases with 
increasing DC field intensity. We obtained 
characteristics equivalent to those of the other two 
samples of MS2 and Resovist. 

 
44..44  BBrroowwnniiaann  rreellaaxxaattiioonn  ttiimmee  uunnddeerr  DDCC  bbiiaass  ffiieelldd  

Figure 12(a) shows the dependences of MS1 and MS2 
τB on the DC bias field intensity. They are derived from 
the peak frequencies of the imaginary part of the AC 
susceptibility. Figures 12(b) and (c) show the τB of MS1 and 
MS2 under 𝐻𝐻AC ⊥ 𝐻𝐻DC  and 𝐻𝐻AC ∥ 𝐻𝐻DC  normalized by 
those of HDC = 0. The theoretical τB curves calculated 
using Eqs. (10) and (11) assuming T = 300 K, m = 5×10-

18, and 7×10-18 Am2 for MS1 and MS2, respectively, are 
also shown. They were normalized by τB in the case of 

 
 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  88 Absolute value of AC magnetic susceptibility of 
MS1 (𝐻𝐻AC ⊥ 𝐻𝐻DC). 
 
 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  1100 Absolute value of AC magnetic susceptibility of 
MS1 (𝐻𝐻AC ∥ 𝐻𝐻DC). 

 
 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  99 Imaginary part of AC magnetic susceptibility of 
MS1 (𝐻𝐻AC ⊥ 𝐻𝐻DC). 
 
 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  1111 Imaginary part of AC magnetic susceptibility 
of MS1 (𝐻𝐻AC ∥ 𝐻𝐻DC). 
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μ0H = 0 mT in Eqs. (10) and (11). The assumed values of 
m do not represent those assigned to the samples, instead 
they were determined to fit the experimentally obtained 
results. The decrease in τB of MS1 with increasing DC 
bias field intensity is more pronounced than that of MS2, 
whose characteristic is observed in both cases of 𝐻𝐻AC ⊥
𝐻𝐻DC  and 𝐻𝐻AC ∥ 𝐻𝐻DC . This significant decrease in τB of 
MS1 is attributed to its larger effective core diameter 
than that of MS2. These experimental results 
qualitatively agree with Eqs. (10) and (11). The decrease 
in τB is remarkable for particles with larger m, as shown 
in Figures 12(b) and (c). The oscillating angle of MS1, 
which exhibited a larger magnetic moment than MS2, 
was greatly reduced by applying a DC bias field. The 
values of m = 7×10-18 and 5×10-18 Am2 for MS1 and MS2, 
respectively, fit the applied field intensity dependence of 
the experimentally obtained values of τB. However, they 
were larger than those determined from the DC 
magnetization measurements (m = 5.6×10-18 and 1.2×10-

18 Am2 for MS1 and MS2, respectively). These differences 
presumably arise from the difference in the range of the 
applied field intensity: μ0H = ±5 mT for Figures 12(b) and 
(c), and μ0H = ±1.5 T for the DC magnetization curve. 

Figures 13(a), (b), and (c) show the measured results 
of Resovist and MS1. The calculated curves of τB are 
shown in Figures 13(b) and (c). Considering the 
preparation method of MS1 and the value of m derived 
from the DC magnetization curve, MS1 is supposed to 
exhibit a greater magnetic moment on average and is 
more effective than Resovist. Nevertheless, the measured 
results of Resovist and MS1 shown in Figure 13 indicated 
that the decrease in τB of Resovist with increasing DC 
bias field intensity was more pronounced than that of 
MS1. From the viewpoint of the magnitude of m, this 
result does not agree with Eqs. (10) and (11). A simple 
analysis using Eqs. (10) and (11) that assume a single 
particle diameter is not possible in this case because of 
the wide variance of the magnetic moments in Resovist. 
Its core diameter is distributed in the range of 6–21 nm. 
Although the theoretical curve of Resovist was 
quantitatively fitted with the experimental result using 
m = 8×10-18 Am2, it is not appropriate to discuss a single 
value of m for Resovist, which exhibits wide variance in 
particle diameter. 
 
 

 
 
 
 
 
 
 
 
 
 

 

FFiigg..  1122 (a) Dependence of Brownian relaxation time on DC bias field intensity of MS1 and MS2. (b) Brownian 
relaxation time under 𝐻𝐻AC ⊥ 𝐻𝐻DC normalized by that of HDC=0. (c) Brownian relaxation time under 𝐻𝐻AC ∥ 𝐻𝐻DC 
normalized by that of HDC=0. 
 

 
 
 
 
 
 
 
 
 
 
 

 

FFiigg..  1133 (a) Dependence of Brownian relaxation time on DC bias field intensity of Resovist and MS1. (b) Brownian 
relaxation time under 𝐻𝐻AC ⊥ 𝐻𝐻DC normalized by that of HDC=0. (c) Brownian relaxation time under 𝐻𝐻AC ∥ 𝐻𝐻DC 
normalized by that of HDC=0. 
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55..  SSuummmmaarryy 

We measured the AC magnetic susceptibility of the 
magnetic nanoparticle samples under an applied DC bias 
field. The samples were MS1, MS2, and Resovist. MS1 
and MS2 were magnetically fractionated Ferucarbotran, 
which is the raw material of Resovist. Resovist exhibited 
a wide distribution of effective core diameters between 6 
and 21 nm. The effective core diameters of MS1 and MS2 
were 21.6 nm and 10.7 nm, respectively. The absolute 
values and real and imaginary parts of the AC magnetic 
susceptibility of the samples were experimentally 
determined. We clarified the dependence of these 
parameters on the AC magnetic susceptibility in the 
direction of the DC bias field and its intensity. The 
difference in the AC magnetic susceptibility between 
MS1 and MS2 supported the theory of relaxation time 
under the bias field. Nevertheless, we found that the 
difference between Resovist and MS1 did not agree with 
the theory, assuming a simple particle model. This was 
attributed to the wide variance of the magnetic moments 
in Resovist. It is expected that a further study on the 
quantitative analysis of AC magnetic susceptibility and 
its relationship to heat dissipation and harmonic signals 
will contribute to the biomedical applications of magnetic 
nanoparticles. 
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